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Preface 

The single-channel recording technique has reached the status of a routine method, and the 
view that conductance changes in biological membranes are caused by the openings and 
closings of ion channels is now almost universally accepted. The most convincing early 
evidence for channels mediating flow of ions across biological membranes was provided in 
1972 by Bernard Katz and Ricardo Miledi through the observation of membrane noise and 
their estimate of the size of the underlying "elementary event." The patch-clamp method has 
confirmed their view directly. In 1993, the work of Nigel Unwin permitted a first visual 
glance through an ion channel in a biological membrane. 

In the sense we use it in this book, the concept and the word Kana! was used first by 
the Austrian physiologist Ernst Brticke in 1843 to describe his view of the mechanism of 
transport of solutes (via water-filled capillary tubes) through a biological membrane separating 
two fluids. Patch-clamp recording and molecular cloning of channel genes have revealed an 
enormous diversity of ion channels. As has been found for other proteins, ion channels fall 
into different families that share common functional properties. Bertil Hille speculated that 
the very diverse channel SUbtypes may have evolved from prototypical channels (or even 
from an "Ur-Kana!"). Neither the ion selectivity nor the gating mechanism nor amino 
acid sequence motifs of the putative channel ancestors are known. Also, the evolutionary 
relationships between channel families are just emerging. On the other hand, the evolution 
of the word channel is fairly straightforward to derive (Fig. 1). 

The words channel (English), canal (French), Kana! (German), or canale (Italian) derive 
from Latin canalis meaning a small water-filled tube or pipe. It is derived from the Greek 
word KUVVU, which also means cane, tube, or pipe. Kuvvu is a loan-word that was adopted 
by the Greeks from the Semitic word qanu, used likewise by the Phoenicians. This root is 
preserved, for example, in biblical Hebrew as 1Up. The word qanu is of Assyro-Babylonian 
origin and means, among other things, a pipe made from reed. The Sumerian equivalent of 
qanu is gi, which designates the common and the giant reed growing in Mesopotamia and 
in the Near East and which is, in systematic botany, referred to as Phragmites australis and 
Arundo donax L. In early Sumerian cuneiform writing the shape of the reed (Fig. 2) is 
preserved. It is interesting to note that the same word KUVVU is also the root of such common 
words as canon or canonical, meaning a set of rules that have reached the status of official truth. 

canalis Latin KUVVU Greek I'1lP Hebrew 

~+--. Assyro- { Sumerian 
Babylonian 

Figure 1. Evolution of the word channel from Sumerogram gi. 
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viii Preface 

Figure 2. Photograph of giant reed (Arundo dOIlQX L). 

Presumably in ancient times tubes made from this reed were used to suck or expel 
water and solutes between different reservoirs. Until the present day, Arundo donax tubes 
have been used for making water pipes for houses in the Near East. 

Canalis was originally the word for devices used to direct the flow of water and solutes 
and was only later replaced in western Europe by the French words pipe and pipette. This 
book is about both channels and pipettes, since the essence of patch clamping is the attempt 
to join a channel to a pipette in order to measure the flow of solutes through both. 

Patch pipettes have become more useful than originally thought; i.e., they are useful 
not only for measuring flow of ions through channels. In this new edition of Single-Channel 
Recording, we include a number of new chapters that describe techniques that rely on 
the use of pipettes to study cellular mechanisms that are only indirectly related to single 
ion channels. 

In our opinion some important new applications have developed since the first edition 
of the "blue book": 

• Capacitance measurements allowing the detection of single fusion events of secre
tory vesicles. 

• Single-cell PCR measurements allowing detection of mRNA molecules in single cells 
by combining patch-damp methods with molecular biology methods. 

• Whole-cell recording from neurons in brain slices in combination with imaging tech
niques. 

• Atomic force microscopy of cells and membranes attached to glass pipettes in the 
hope of allowing the detection of the structure of molecules in membranes. 

The new edition therefore includes new chapters that give accounts of these wider 
applications. Also, three introductory chapters were added, which are intended to introduce 
the newcomer to patch clamping and to provide access to the vast literature on patch-clamp 
technology that has accumulated in the meantime. We do not try to cover all aspects of the 
technique, since quite recent reviews handling the different areas are available, such as 
Methods in Enzymology, Vol. 207, The Plymouth Workshop Handbook (D. C. Ogden, ed., 
Academic Press) and the Axon Guide (distributed by Axon Instruments). 

We would like to thank our colleagues who contributed chapters to the new edition and 
also Prof. Waetzoldt and Dr. Kramer of Heidelberg University and Prof. Dani Dagan from 
the Technion for their help in tracing the origin of the word channel. 

Bert Sakmann 
Erwin Neher 
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Figure 8·5. Verification of dendritic and axonal recordings by filling of layer V pyramidal neurons with the 
fluorescent dye Lucifer yellow from the recording pipette. A: Fluorescence photomicrograph of a layer V 
pyramidal cell following intracellular filling with the fluorescent dye Lucifer yellow via a dendritic pipette 
located 230 ILm from the soma of this neuron. Scale bar 100 ILm B: Fluorescence microphotograph of a 
layer V pyramidal cell following intracellular filling with Lucifer yellow via an axonal pipette located 
approximately 15 ILm from the edge of the soma of this neuron. Scale bar, 40 ILm. 

Figure 8·7. Simultaneous recording with two pipettes from the soma and dendrite of the same layer v 
pyramidal neuron in a rat neocortical slice. A: Simultaneous filling of the same layer V pyramidal neuron 
from the dendrite and the soma with different colored fluorescent dyes, Cascade blue at the soma and Lucifer 
yellow in the dendrite. The dendritic recording was made 190 ILm from the soma. Scale bar is 40 ILm. B: 
Subthreshold EPSPs recorded simultaneously from the dendrite and the soma of the same layer V pyramidal 
neuron following extracellular electrical stimulation in layer I (stimulus artifact precedes EPSPs). Dendritic 
recording 525 ILm from the soma. C: Suprathreshold stimulation in layer I evokes an EPSP followed by 
action potential. Same experiment as in B. The action potential initiated by this EPSP occurs first at the 
soma. Simultaneous whole-cell voltage recordings were made using two microelectrode amplifiers (Axoc1amp 
2A, Axon Instruments, Foster City, CA). Inset represents schematic diagram of experimental arrangement. 
Calibration is the same for Band C. 
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Figure 12-3. Macrosurgery releases cytoplasmic blisters from Eremosphaera viridis. (photograph by N. 
Sauer and G. SchOnknecht, for details see text.) 

Figure 12-4. Release of lily pollen tip protoplasts following laser microsurgery. (Reproduced from DeBoer 
et aI., 1994; for details see text.) 

Figure 12-6. Equilibration of the fluorochrome Lucifer yellow with the cytoplasm of guard cells after 
establishment of the whole-cell configuration. (A) Cell-attached configuration transmission micrograph and 
(B) fluorescence micrograph with 1 ""M Lucifer yellow included in the pipette solution. Note formation of 
an omega-shaped membrane patch in the pipette tip during the sealing process. (C) Equilibration of the 
pipette solution with the cytoplasm is indicated by a steady fluorescence of the cell 10 min after the 
establishment of the whole-cell configuration (reproduced from Marten et aI., 1992). 
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Chapter 1 

A Practical Guide to Patch Clamping 

REINHOLD PENNER 

1. Introduction 

The patch-clamp technique is an extremely powerful and versatile method for studying 
electrophysiological properties of biological membranes. Soon after its development by Erwin 
Neher and Bert Sakmann, it was adopted by numerous laboratories and subsequently caused 
a revolutionary advancement of many research areas in both cellular and molecular biology. 
Not surprisingly, the developers of this technique were awarded the highest scientific recogni
tion. The Nobel Assembly in Stockholm issued the following press release on 7 October 1991: 

The Nobel Assembly at the Karolinska Institute has today decided to award the Nobel Prize 
in Physiology or Medicine for 1991 jointly to Erwin Neher and Bert Sakmann for their 
discoveries concerning ''The Function of Single Ion Channels in Cells." 
Each living cell is surrounded by a membrane which separates the world within the cell from 
its exterior. In this membrane there are channels, through which the cell communicates with 
its surroundings. These channels consist of single molecoles or complexes of molecoles and 
have the ability to allow passage of charged atoms, that is, ions. The regulation of ion channels 
influences the life of the cell and its functions under normal and pathological conditions. The 
Nobel Prize in Physiology or Medicine for 1991 is awarded for the discoveries of the function 
of ion channels. The two German cell physiologists Erwin Neher and Bert Sakmann have 
together developed a technique that allows the registration of the incredibly small electrical 
currents (amounting to a picoampere-1O- 12 A) that passes through a single ion channel. The 
technique is unique in that it records how a single channel molecole alters its shape and in 
that way controls the flow of current within a time frame of a few millionths of a second. 
Neher and Sakmann conclusively established with their technique that ion channels do exist 
and how they function. They have demonstrated what happens during the opening or closure 
of an ion channel with a diameter corresponding to that of a single sodium or chloride ion. 
Several ion channels are regulated by a receptor localized to one part of the channel molecole 
which upon activation alters its shape. Neher and Sakmann have shown which parts of the 
molecule constitute the "sensor" and the interior wall of the channel. They also showed how 
the channel regulates the passage of positively or negatively charged ions. This new knowledge 
and this new analytical tool has during the past ten years revolutionized modem biology, 
facilitated research, and contributed to the understanding of the cellular mechanisms underlying 
several diseases, including diabetes and cystic fibrosis. 

Since the first demonstration of single channels in a biological membrane using this 
methodology (Neher and Sakmann, 1976), several key improvements have refined its use 

REINHOLD PENNER • Department of Membrane Biophysics, Max-Planck-Institute for Biophysical 
Chemistry, Am Fassberg 0-37077 G6ttingen, Germany. 
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and applicability to virtually all biological preparations (including animal and plant cells, 
bacteria, yeast, and cell organelles). The development of the "gigaseal" (Sigworth and Neher, 
1980; Neher, 1982) and the establishment of the various recording configurations ("cell
attached"'''inside-out'''''outside-out''r'whole-cell'') allowed patch recording from the cell sur
face or cell-free membrane patches as well as intracellular recordings (Hamill et al., 1981). 
In recent years, even more technical and experimental variations of the patch-clamp method 
have emerged and further expanded its power to address previously unapproachable questions 
in cell biology. Today. the patch clamp is the method of choice when it comes to investigating 
cellular and molecular aspects of electrophysiology. At present, more than 1000 scientific 
articles employing the patch-clamp technique are published each year. Paired with cell and 
molecular biological approaches (e.g., protein chemistry, cloning and expression techniques, 
microfluorimetry), the patch-clamp technique constitutes an indispensible pillar of modem 
cell biology. Comprehensive reviews on the development of the patch-clamp technique and 
its applications can be found in the Nobel lectures given by Neher and Sakmann (Neher, 
1992b; Sakmann, 1992) and other review articles (Sakmann and Neher, 1984; Sigworth, 
1986; Neher, 1988; Neher and Sakmann, 1992). 

Given the rapid pace at which molecular biology advances and the wealth and complexity 
of cell proteins interacting with each other to bring about cellular function, the potential use 
of the patch-clamp technique is still growing and attracting newcomers into either collaborat
ing with patch-clampers or establishing this area of research in their own laboratories. This 
chapter is designed to be a practical guide to patch-clamping for newcomers and a starting 
point for students entering a patch-clamp laboratory. It discusses the very basic features of 
the patch-clamp technique, how a patch-clamp setup functions, what type of equipment is 
needed, some basic experimental procedures, and what the potential problems with this 
technique are. This chapter is not meant to discuss these topics fully, as there are numerous 
well-written and detailed descriptions of each of these points available in the literature. The 
reader who is interested in introductory reading material relevant to various aspects of modem 
electrophysiology is directed to some excellent books on the biology of ion channels (Hille, 
1992) and on patch-clamp methodology (Kettenmann and Grantyn, 1992; Rudy and Iverson, 
1992; Sherman-Gold, 1993). Some of the topics introduced in this chapter are discussed in 
more detail in individual chapters of this volume. 

2. Patch-Clamp Techniques 

Originally, the patch-clamp technique referred to voltage-clamp of a small membrane 
patch, but it now generally refers to both voltage-clamp and current-clamp measurements 
using ''patch-clamp'' -type micropipettes. The patch-clamp technique is an electrophysiologi
cal method that allows the recording of macroscopic whole-cell or microscopic single-channel 
currents flowing across biological membranes through ion channels. Active transporters may 
also be studied in cases where they produce measurable electrical currents, that is, if the 
transport is not electroneutral (e.g., Na+-Ca2+ exchanger, amino acid transporters). The tech
nique allows one to experimentally control and manipulate the voltage of membrane patches 
or the whole cell (voltage clamp), thus allowing the study of the voltage dependence of ion 
channels. Alternatively, one may monitor the changes in membrane potential in response to 
currents flowing across ion channels (current clamp), which constitute the physiological 
response of a cell (e.g., action potentials). Thus, the main targets of patch-clamp investigations 
are membrane-contained ion channels, including voltage-dependent ion channels (e.g., Na+, 
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K+, Ca2+, CI- channels), receptor-activated channels (e.g., those activated by neurotransmit
ters, honnones, mechanical or osmotic stress, exogenous chemical mediators), and second
messenger-activated channels (e.g., those activated by [Ca2+]i' cAMP, cOMP, IP3, 0 proteins, 
or kinases). Indeed, the gating mechanisms or the presence in certain cell types of many of 
these channels has been discovered as a direct consequence of using the patch-clamp technique 
in previously inaccessible preparations. 

Other electrical parameters may be monitored as well, most notably the cell membrane 
capacitance, which is indicative of the plasma membrane surface area. The quantification of 
membrane area not only allows the determination of current densities but the time-resolved 
monitoring of cell capacitance may also be used to assess exocytotic and endocytotic activity 
of single secretory cells (Neher and Marty, 1982; Lindau and Neher, 1988; see also Chapter 
7, this volume). 

With the opportunity afforded by the whole-cell configuration to selectively perfuse 
and dialyze cells intracellularly with any desired biological or phannacological probe while 
monitoring its effects on cell function, the possible applications of the technique are limited 
only by the ingenuity of the experimental design. In combination with additional techniques 
(e.g., microfluorimetry, amperometry), as discussed in Chapters 9 and 11 (this volume), one 
can correlate the measurements to events not amenable to electrophysiological techniques. 
Furthermore, with the development of powerful molecular biological tools (e.g., polymerase 
chain reaction, mRNA amplification) it is even feasible to obtain relevant genetic infonnation 
from the very same cell that was characterized electrophysiologically by extracting the cytosol 
into the patch pipette and analyzing it later on as described in Chapter 16 (this volume). 

2.1. The Patch-Clamp Configurations 

The basic approach to measure small ionic currents in the picoampere range through 
single channels requires a low-noise recording technique. This is achieved by tightly sealing 
a glass microelectrode onto the plasma membrane of an intact cell, thereby isolating a small 
patch. The currents flowing through ion channels enclosed by the pipette tip within that 
patch are measured by means of a connected patch-clamp amplifier. This so-called "cell
attached" configuration is the precursor to all other variants of the patch-clamp technique. 
The resistance between pipette and plasma membrane is critical for determining the electrical 
background noise from which the channel currents need to be separated. The seal resistance 
should typically be in excess of 1()9 n e'gigaseal"). 

The cell-attached configuration may be used (as such) to record single-channel activity, 
or one may proceed to isolate the patch from its environment by withdrawing the pipette 
from the cell. This usually retains the integrity of the gigaseal pipette-patch assembly and 
allows one to study ion channels in the excised patch configuration. This configuration is 
called "inside-out" because the cytosolic side of the patch now faces the outside bath solution. 

As an alternative to excising the patch, one can simply break the patch by applying a 
pulse of suction through the patch pipette, thereby creating a hole in the plasma membrane 
and gaining access to the cell interior. Amazingly, this maneuver does not compromise the 
gigaseal between pipette and plasma membrane. The tightness of the gigaseal both prevents 
leak currents flowing between the pipette and the reference electrode and prevents flooding 
of the cell with the constituents of the bath solution. This configuration is characterized by 
a low-resistance access to the cell interior through the pipette tip (typically a few megohms 
with tip diameters of about 1 JJ.Ill and appropriate pipette solutions), allowing one to voltage
clamp the whole cell ("whole-cell" configuration). 
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From the whole-cell configuration. one may proceed further by withdrawing the pipette 
from the cell. This will generally result in resealing of both the plasma membrane of the 
cell and the patch at the pipette tip. This time. however. the geometric orientation of the 
patch results in the outside of the membrane facing the bath solution ("outside-out" patch). 

2.2. Applications, Advantages, Problems 

In the very early days of patch clamp. most studies concentrated on the classification 
of ion channel types in different cells and the characterization of their biophysical properties in 
terms of conductance. voltage dependence. selectivity, open probability. and pharmacological 
profile. It was soon realized, however, that cells had a large variety of ion channels (even 
for the same ion species), and complementary whole-cell measurements were necessary to 
reveal the relative importance and the physiological role of a given ion channel for the entire 
cell. Today. whole-cell recordings are the most popular patch-clamp configuration, and single
channel measurements are performed to complement the whole-cell results. 

Which patch-clamp configuration is chosen as the experimental paradigm depends on 
the type of question to be addressed and the kind of ion channel under study. Each of the 
configurations has its peculiarities, advantages. and disadvantages. 

2.2.1. Cell-Attached. Recording 

This is mainly used when the channel type in question requires unknown cytosolic 
factors for gating and these would be lost following patch excision. Also. because this 
configuration is noninvasive, leaving the ion channel in its physiological environment, it 
may be used to test for possible alterations of channel properties after patch excision. Another 
important application for cell-attached recording is to determine whether a particular ion 
channel is gated by a cytosolic diffusible second messenger. In this type of experiment, the 
ion channel enclosed in the cell-attached patch is isolated from the bath (by the pipette) and 
cannot be gated directly by the receptor agonist. If ion channel activity in the patch changes 
subsequent to addition of an agonist to the bath, then it is clear that some intracellular 
messenger must have been generated and diffused in the cytosol to gate the ion channel in 
the patch. Generally, the main disadvantages of the cell-attached configuration are the lack 
of knowledge of the cell membrane resting potential (which adds to the applied pipette 
potential) and the inability to effectively control and change the ionic composition of the 
solutions on both sides of the patch during the measurement. 

2.2.2. Inside-Out Recording 

This configuration enables one easily to change the cytosolic side of the patch. It is 
therefore the method of choice to study the gating of second-messenger-activated channels 
at the single-channel level. Because most channels are modulated in one way or another by 
intracellular processes, the effects of cytosolic signaling molecules or enzymatic activity on 
channel behavior can be studied using this configuration. Commonly, the main problems 
with inside-out recordings arise from the loss of key cytosolic factors controlling the behavior 
of some ion channels. Also, more often than with outside-out patches, there is the chance 
of obtaining vesicles in the pipette tip rather than planar patches. 
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2.2.3. Outside-Out Recording 

This configuration allows one easily to change the extracellular side of the patch. It is 
therefore often used to study receptor-operated ion channels. As for the inside-out configura
tion, the cytosolic environment of the channels is lost on patch excision. Furthermore, high
quality and stable outside-out recordings are more difficult to obtain, because more steps 
are required to reach the outside-out configuration (from cell-attached to whole-cell to patch 
excision). In order for the patch to be excised successfully, cells need to adhere very well 
to the bottom of the recording chamber. 

2.2.4. Whole-Cell Recording 

This configuration is employed when ion currents of the entire cell are recorded. This 
method is essentially like an outside out recording with the advantage of recording an average 
response of all channels in the cell membrane. The whole-cell configuration is also suitable 
to measure exocytotic activity of secretory cells by measuring cell membrane capacitance. 
The main disadvantages again are the possible loss of cytosolic factors and the inability to 
change the cytosolic solution easily without pipette perfusion. 

2.3. Special Techniques 

Several modifications of the above configurations have been developed in order to 
overcome some of their limitations or to perform certain experiments that cannot readily be 
accomplished with the standard patch-clamp configurations. 

2.3.1. Perforated Patch Recording 

One of the major problems in patch clamp is the washout of cytosolic constituents 
following patch excision or dialysis of cells during long-lasting whole-cell measurements 
(Pusch and Neher, 1988). Several methods may be used to alleviate these problems (see 
Hom and Korn, 1992, for review). The perforated patch technique aims at retaining the 
cytosolic constituents by selectively perforating the membrane patch by including channel
forming substances in the pipette solution, e.g., ATP (Lindau and Fernandez, 1986), nystatin 
(Hom and Marty, 1988), and amphotericin B (Rae et al .• 1991). Although the channels 
formed in the patch essentially allow a low-resistance access to the cell comparable to that 
in the standard whole-cell configuration, the small size of these channels allows passage of 
only small ions, thus preventing the washout of cytosolic factors. A variation of this technique 
is provided by the perforated vesicle configuration (Levitan and Kramer, 1990), in which 
the pipette is withdrawn from the cell to obtain a small vesicle retaining many of the cytosolic 
constituents. The vesicle membrane facing the pipette interior is perforated and allows 
recording of single channels from the outside-out patch facing the bath solution. The main 
tradeoffs of this technique are the long time required to obtain low-resistance access to the 
cell, the larger noise associated with the recordings, possible osmotic effects, and the inability 
to effectively control the cytosolic environment. 
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2.3.2. Double Patch Recording 

This method is used to study gap-junction channels in intercellular communication 
(Neyton and Trautmann, 1985; Veenstra and DeHaan, 1986). The method is basically a paired 
whole-cell measurement in two connected cells in which synchronously occurring signals 
correspond to channel activity of junctional channels between the two cells (for review, see 
Kolb, 1992). 

2.3.3. Loose Patch Recording 

Focal recordings with large-diameter pipettes (Strickholm, 1961; Neher and Lux, 1969) 
may be considered a predecessor of the tight-seal patch-clamp technique, comparable to a 
cell-attached recording with a large-diameter pipette tip (normally 5-20 ~m), where the seal 
resistance is only a few megohms. The so-called loose patch technique is an improved variant 
of this method in which special electronic enhancements such as leak compensation or the 
use of special pipettes with two concentric patch tips allow large currents to be measured 
(for reviews see Roberts and Almers, 1992; Stiihmer, 1992). This approach is mainly used 
to map the distribution of ion channels and current densities of large cells (e.g., muscle cells, 
giant axons). 

2.3.4. Giant Patch Recording 

Normally, gigaseal fonnation becomes increasingly more difficult as the size of the 
pipette tip is increased. However, when special hydrocarbon mixtures are applied to the rims 
of large-tipped patch pipettes (tip diameters of 10-40 ~m), giant patches with gigohm seal 
resistances can be obtained (Hilgemann, 1990; see also Chapter 13, this volume). Much like 
the loose patch technique (yet with high seal resistance), this method is basically a cell
attached configuration and may be used to study macroscopic currents through ion channels 
or transporters. 

2.3.5. Detector-Patch Recording 

Ion channels can be exquisitely sensitive detectors of neurotransmitters or second mes
sengers, and this method takes advantage of such ion channels. For example, excising an 
outside-out patch containing a neurotransmitter detector channel and placing it close to a 
synaptic structure releasing the appropriate transmitter may be used to monitor synaptic 
activity (Hume et al., 1983; Young and Poo, 1983; for review see Young and Poo, 1992). 
Another application is to excise an inside-out patch containing Ca2+ -activated K channels 
and "cramming" the patch into a large cell such as an oocyte to monitor changes in [Ca2+]i 
(Kramer, 1990). 

2.3.6. Pipette Perfusion 

One of the major problems in any patch-clamp configuration is the difficulty of exchang
ing the pipette solution. Several methods have been designed to achieve an effective pipette 
perfusion (e.g., Soejima and Noma, 1984; Lapointe and Szabo, 1987; Neher and Eckert, 
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1988; Tang et al., 1990). They all share the basic principle of having one or more capillary 
tubes (polyethylene or quartz) inserted into the patch pipette and placed as close as possible 
to the pipette tip. By means of gentle pressure, the desired solution within the capillaries is 
expelled and replaces the original pipette solution within seconds to minutes. 

2.3.7. TIp-Dip Bilayer Recording 

This method is basically a modification of the lipid bilayer technique used to study 
reconstituted ion channels in a small patch environment. The pipette tip is repetitively 
immersed in a monolayer lipid film to produce a lipid bilayer at the pipette tip (Coronado 
and Latorre, 1983; Suarez-Isla et al., 1983). The main advantage consists of minimizing 
capacitative artifacts of conventional bilayer experiments. 

3. The Patch-Clamp Setup 

The diversity of experimental preparations and types of experiment that can be studied 
with the patch-clamp technique is reflected by the variety of patch-clamp setups used in 
various laboratories. The expansion of the patch-clamp methodology has been paralleled by 
a growth of the commercial supply industry and availability of patch-clamp equipment. 
Although there are some basic features of instrumentation common to all functional patch
clamp workstations, in practice, there is no such thing as the "standard" patch-clamp setup. 
Every laboratory has its own equipment preferences, quite often supplemented by custom
built devices andlor modified commercial instruments. 

As desirable as it might seem to the newcomer, it would be impossible to list, describe, 
or even evaluate all of the available instrumentation for patch clamp in this chapter. Also, 
the pace at which introduction and modification of available hardware and software occurs 
would make this attempt useless at the time of publication of this volume. However, the 
author is willing to compile a fairly complete and continuously updated list of the available 
patch-clamp equipment. This list is currently being compiled and will be made accessible 
in electronic form on a fileserver on the internet. The equipment list may be retrieved via 
anonymous FfP from ''ftp.gwdg.de'' in the directory ·'pub/patchclamp." The files will contain 
information in the form of data sheets grouped into categories corresponding to the subhead
ings below. 

In its simplest form, a patch-clamp setup may consist of a microscope (for cell visualiza
tion) placed on a vibration isolation table within a Faraday cage, a patch-clamp amplifier 
and pulse generator for voltage-clamping the cells, a micromanipulator holding the amplifier 
probe for positioning the attached patch pipette, and data-recording devices (e.g., ocilloscope, 
computer, chart recorder). In addition, some instruments for pipette fabrication are required 
(i.e., a pipette puller and a microforge). The addition of other instruments to the setup can 
extend the range of possible applications, increase the efficiency, or simply make certain 
tedious tasks more convenient. An example of a patch-clamp setup (as used in our laboratory) 
is shown in Fig. I. There are many variants for all of the devices described below, and there 
is no strict objective criterion that may be applied to make the right choice. The only advice 
that can be given here is to collect from colleagues as much information as possible about 
experiences with the equipment in question. Some detailed discussion of advantages and 
disadvantages of certain types of equipment and instrumentation are also found in the literature 
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Figure 1. An example of a patch~clamp setup. The two panels show the instrument rack (left panel) and 
the patch-clamp workstation inside a Faraday cage (right panel), This particular setup is used in our laboratory 
and is equipped with the following instruments: (I) vibration isolation table (Physik Instrumente T-2S0); (2) 
supertable with Faraday cage (custom made); (3) inverted microscope (Zeiss Axiovert 100. fluorescence 
equipped) and lamp power supply (4); (S) hydraulic pump for bath perfusion ; (6) motorized micromanipulator 
for recording pipette (Eppendorf 5171) with joystick (7) and controller units for manipulator and motorized 
microscope stage (8); (9) hydraulic micromanipulator for drug application pipette (Narishige WR 88); (10) 
hydraulic micromanipulator for second patch pipette (Newport MX630); (11) video camera (Kappa CF-6) 
and video monitor (12); (13) photomultiplier tube (Seefelder Messtechnik SMT ME 930); (14) patch-clamp 
amplifier (HEKA EPe-9); (IS) oscilloscope (Philips PM 333S); (16) computer (Macintosh Quadra 800) with 
two monitors (17), magnetooptical disk drives (18), keyboard (19), and laser printer (20); (21) multipressure 
control unit (custom made); (22) function generator (Wavetek Model 19); and (23) various control instruments 
for dual-wavelength fluorescence excitation of fura-2. 
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Figure 1. Continued. 

(see, e.g., Levis and Rae, 1992; Sherman-Gold, 1993). The following section deals in short 
with the instrumentation of basic and advanced patch-clamp setups. 

3.1. Mechanics 

In most patch-clamp experiments (particularly whole-cell or cell-attached recordings 
from small cells), mechanical stability of all setup components must be considered crucial, 
as even the slightest vibrations or relative movements of the pipette/cell assembly are detri
mental to stable recordings. 

3.1.1. Vibration Isolation Table 

Microscopic movements and vibrations are present to different degrees in all buildings 
and must be damped out by an appropriate vibration isolation table. Most low-end air-
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suspension tables available from optical companies will reduce vibrations beyond a few 
Hertz, which is usually sufficient for the purpose of patch clamping. It is a good idea to 
place this table in a comer of a room or close to a wall, where vibrations are generally 
smaller. In some bad cases (e.g., plastered or wooden floors), one might consider supporting 
the table by replacing the elastic floor with a concrete base that connects to the support 
structure of the building to further reduce vibration pickup. Many vibration isolation tables 
preferentially damp vertical movements and are less effective at horizontal displacements. 
If horizontal vibrations are severe, one may have to resort to more expensive tables with 
isotropic properties andlor active feedback mechanisms. 

In order to avoid accidental touching of the air table during experiments, it is a good 
idea to surround the air table (without touching it) by a superstructure that basically represents 
a table slightly larger than the air table itself. A small area of tabletop should be cut out 
such that the microscope, which is placed on the air table, emerges through it. This "supertable" 
could be made of galvanized steel and be used to support a Faraday cage placed on top of it. 

3.1.2. Faraday Cage 

Most patch-clamp setups have a Faraday cage surrounding it. Its main purpose is to 
shield the sensitive patch-clamp preamplifier from electrical noise. Although this is not an 
essential requirement (if proper electrical shielding can be accomplished otherwise), it is 
nevertheless useful to have a cage of some sort around the setup. The inside walls of the 
Faraday cage can have shelves or mounting brackets to hold solution bottles, peristaltic 
pumps, etc. If patch-clamp experiments are performed with light-sensitive cells or substances, 
or if patch clamp is combined with optical measurements that require light shielding, the 
outside walls of the cage can be draped with cloth or carton to reduce disturbance from 
ambient light. 

3.1.3. Racks 

Depending on the needs, a significant number of electronic instruments must be placed 
outside the Faraday cage, reasonably close to the recording stage. There are commercially 
available racks that hold standard 19-inch chassis instruments and have provisions for stacking 
nonstandard instruments on shelves. However, because most commercial racks do not provide 
for arrangement of computer keyboards, and, in practice, patch-clamp instruments rarely 
remain fixed in the rack, it is best to have a custom-made rack to hold the equipment. This 
can be constructed to provide the best ergonomic placement and allow for easy rearrangement 
of instruments (see Fig. I-I). 

3.2. Optics 

The vast majority of patch-clamp studies are carried out on small single cells. Micro
scopic observation of the cells during the measurement and, even more importantly, the 
approach to the cell by the patch pipette for seal formation generally require a good optical 
visualization of the preparation. 
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3.2.1. Microscopes 

In principle, any microscope that will allow observation of the desired cell at micrometer 
resolution is suitable for patch clamping as long as it allows access of the cell by a patch 
pipette. Most investigators use inverted microscopes for studying acutely dissociated cells 
or cultured cell lines because this arrangement allows both good visualization of the cells 
and unhindered access of patch pipettes from the top. Inverted microscopes also tend to be 
mechanically more stable. Because focusing is usually accomplished by moving the objective 
rather than the microscope stage, the bath chamber as well as the micromanipulators can be 
fixed to the stage for good mechanical stability. Upright microscopes are mainly used for 
studying cells in sliced tissues, and for this, one has to use objectives with long working 
distance in order to be able to place the patch pipette underneath the objective. The main 
disadvantage of conventional upright microscopes is that focusing is accomplished by moving 
the microscope stage and leaving the objective fixed (although recently, some optical compa
nies have introduced special versions of upright microscopes with fixed stages). The conven
tional stages sometimes lack the mechanical stability and rigidity to support the weight of 
some micromanipulators. A remedy to this problem is to detach the stage from the microscope 
and fix it to a mechanically rigid superstructure that also holds the micromanipulator. The 
microscope itself is placed on a mounting plate that can be moved vertically to allow focusing, 
while the stage movement is controlled by X-Y translators. An alternative is to leave the 
microscope fixed and have the stage moving in all three axes (including the focus axis), in 
which case the manipulator has to be fixed to the stage. 

3.2.2. Video 

Video cameras can be attached to most microscopes (inverted or upright). Since 
affordable video technology is available these days, it is highly recommended to supplement 
a microscope with video monitoring. Most low-end video cameras and appropriate monitors 
are suitable for simple observation of cells. Of course, more dedicated video equipment is 
needed if fluorescence imaging, video-enhanced microscopy, or time-lapse video is an integral 
part of the experiments. The advantages of having a video camera to monitor the preparation 
during seal formation and throughout the experiment are numerous. One can form seals 
much more easily, as one can simultaneously observe the approach of the patch pipette and 
the change in pipette resistance on the oscilloscope or computer screen when the pipette 
touches the cell membrane. During an experiment one can monitor any morphological changes 
of the cell under investigation (e.g., swelling or shrinking, blebbing, contraction). 

3.3. Micromanipulation 

In order to place patch pipettes on cells as small as a few micrometers, it is essential 
to be able to precisely control the movement of the patch pipette in the submicrometer range. 
Another important requirement is that the position of the pipette be free of drift after 
seal formation to maintain stable recordings for several minutes. This is accomplished by 
micromanipulators, of which there exist a large variety. 

The types of commercially available manipulators include mechanical, hydraulic, motor
ized, and piezoelectric drives. In principle, all of these varieties can be used for patch-clamp 
experiments. The ideal manipulator should be reasonably small and mechanically rigid. It 
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should allow long travel distances at fast speed and smooth submicron movements in at least 
three axes; it should be exceptionally stable and drift-free and ideally allow for remote 
control. Motorized manipulators are probably closest to such ideal manipulators, followed 
by hydraulic manipUlators (although the latter can sometimes drift considerably). Some of 
the criteria mentioned may also be fulfilled by combining coarse and fine manipulators, e.g., 
by using long-range mechanical manipulators with attached fine-positioning devices such as 
piezoelectric drives for the final approach. 

In typical setups, the amplifier probe is mounted directly on the micromanipulator. The 
probes are normally supplied with a plastic mounting plate that can be fixed on a flat surface 
of the manipulator. Some manipulators have clamps for holding the probe. The headstage 
should be fixed tightly to the manipulator, but care must be taken that the metal enclosure 
of the probe should never be in contact with metallic parts of the manipulator. The arrangement 
of the manipulator and the attached headstage should also allow for easy access of the pipette 
holder for exchange of pipettes. This may be accomplished by mounting the manipulator or 
the headstage on a rotatable or tiltable platform that makes it possible to swing out the 
headstage for pipette exchange and return it to its fixed position for experiments. 

3.4. Amplifiers 

A number of commercial patch-clamp amplifiers capable of recording single channels 
as well as whole-cell currents and operating in voltage- or current-clamp mode are available. 
There is no general advice that can be given in favor of or against a certain model. One 
might point out that there are two basic modes in which current-to-voltage conversion is 
implemented: resistive and capacitive feedback. Resistive feedback is the classical mode and 
suitable for all types of patch-clamp recordings, whereas capacitive feedback is currently 
superior only for ultra-low-noise single-channel recordings (provided all other noise sources 
are meticulously eliminated). Some amplifiers allow switching between resistive and capaci
tive feedback mode. Others provide for total digital control of the amplifier with automatic 
series resistance and capacitance compensation. 

3.5. Stimulators 

Patch-clamp amplifiers are usually capable of applying a steady command voltage to 
the pipette, and sometimes a test-pulse generator is provided However, in order to apply 
complex stimulus protocols in the form of square, ramp, or even more complex voltage 
pulses, there is a need for more sophisticated pulse generators. 

There are basically two options to consider: stand-alone analogue or digital stimulators 
and computer-based stimulators that are integrated into a data acquisition program. The latter 
option is favored by most investigators because it allows convenient stimulation using 
complex stimulus patterns (including leak-pulse protocols) and proper processing of acquired 
data (see Chapter 3, this volume). Analogue stimulators (often digitally controlled) are 
sometimes required when very fast repetitive or very long-lasting pulses need to be applied. 
An analogue lock-in amplifier may be considered a special type of stimulator. It is used for 
measuring membrane capacitance. It features a sine-wave generator (used to stimulate the 
cell) and special circuitry that analyzes the membrane currents in response to the applied 
sine-wave stimulus at different phase angles (see Chapter 7, this volume). An alternative to 
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analogue lock-in amplifiers is provided by the implementation of a software lock-in featured 
by some commercial or public-domain data acquisition packages. 

3.6. Data Acquisition and Analysis 

The registration and documentation of patch-clamp recordings requires equipment for 
data acquisition, storage, and data analysis. 

3.6.1. Oscilloscopes 

Most computerized data acquisition systems feature both data acquisition and display 
of acquired data, often in a leak -corrected or otherwise processed form. However, for test 
purposes, it is still a good idea to have an oscilloscope connected to the amplifier. It is often 
convenient to observe the voltage and current monitor signals on the oscilloscope rather than 
from the computer-processed screen display (which might often be quite sluggish and more 
difficult to scale appropriately). In many situations it is easier to observe the signals on the 
oscilloscope (maybe at an increased resolution or less heavily filtered), as some fine details 
may become apparent that might be missed by the data acquisition software. Furthermore, 
a look at the oscilloscope and comparison with the digitized recordings can increase the 
experimenter's confidence that the data are being recorded and processed correctly by the com
puter. 

3.6.2. Chart Recorders 

Quite often it is of interest to keep track of the entire time course of an experiment, 
monitoring simultaneously various additional parameters relevant for the experimental results. 
Multichannel chart recorders offer this possibility by recording any voltage-encoded signal 
onto a chart paper. These can monitor, e.g., development of the holding current, temperature 
changes, pH, solution changes, stimulation protocols, or other parameters of interest. Annota
tions can be made by simply scribbling remarks or marking special experimental procedures 
on the chart paper. In recent times, classical paper chart recorders must compete with more 
versatile and convenient computer-based charting programs, which offer more flexibility and 
certainly a more effective way of analyzing the acquired data. 

3.6.3. Tape Recorders 

Continuous high-resolution acquisition of single-channel data from a single patch can 
easily fill even very large computer hard disks within a few minutes. It is therefore often 
unavoidable to resort to analogue or digital recordings on tape recorders. Analogue acquisition 
of electrical signals on frequency-modulated magnetic tape recorders is rarely used these 
days. Two main systems are currently favored for acquisition of patch-clamp data: VCRI 
PCM combinations in which analogue signals are converted into pulse-code modulated 
signals recorded on a video tape, and DAT (digital audio tape) recorders, which use a more 
convenient recording medium. 
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3.6.4. Filters 

Most patch-clamp amplifiers have built-in filters, often complemented by the capability 
of offline digital filtering of the acquired data. In some instances, particularly when there is 
need for accurate filtering of single-channel data or when performing noise analysis studies, 
a more sophisticated analogue filter with different filter characteristics may be required. 

3.6.5. Computerized Systems 

Most current recordings, be they single-channel or whole-cell data, published in patch
clamp studies rely on powerful data acquisition and analysis software available on different 
computer platforms (see Chapter 3, this volume). The data acquisition and analysis of the 
early days of patch clamp was largely performed on DEC (Digital Equipment Corporation) 
computers running self-programmed software developed in the leading laboratories. The 
rapid pace at which personal computers grew in performance and affordability promoted the 
development of dedicated software for these computers on a commercial basis. Today most 
of the commercial data acquisition packages are running either on personal computers under 
the DOS operating system or on the Macintosh line of computers. Some laboratories still 
use software tailored to their specific needs and often are willing to share it with colleagues 
who ask for it. 

With the rate at which computer hardware turns over these days, it is not so much a 
question of which computer platform to use but rather which software to obtain. As for any 
of the other components of a patch-clamp setup, this is a difficult question that cannot be 
answered by naming a particular software package. In general, most of the commercial 
acquisition software is quite adequate to perform basic patch-clamp experiments by providing 
stimulation output and acquisition of data at high speed. However, there are differences in 
performance in terms of user interface, ease of operation, flexibility, and special features 
between different software packages. It is worth looking into the idiosyncrasies of the data 
acquisition software, as software performance will often be the limiting factor in what type 
of experiments can be done and how effective or time-consuming data acquisition and analysis 
will be. 

3.7. Grounding the Setup 

Because of the extreme sensitivity of the headstage, special care must be taken in 
grounding all surfaces that will be near the probe input in order to minimize line-frequency 
interference. Even I m V of AC on a nearby surface, which can easily arise from a ground 
loop, can result in significant 50- or 60-Hz noise. A high-quality ground is available at the 
terminal of the probe; this is internally connected through the probe's cable directly to the 
signal ground in the main amplifier unit. The ground terminal on the probe is best used for 
the bath electrode and perhaps for grounding nearby objects such as the microscope. 

All other metallic surfaces (e.g., the air table, manipulators, Faraday cage) should be 
grounded by low-resistance ground cables at a central point, usually on the amplifier's signal 
ground. It is a good idea to have a brass or copper rod inside the Faraday cage to which all 
grounds are connected. This grounding rod is then connected by a high quality ground wire 
to the signal ground on the amplifier. It is best to have this ground wire run parallel to the 
probe's cable in order to avoid magnetic pickup and ground loop effects. Besides 50- or 60-



A Practical Guide to Patch Clamping 17 

Hz magnetic pickup, there may be some 35-kHz pickup from the magnetic deflection of the 
computer monitor. This pickup becomes visible only when the filters are set to high frequen
cies; it can usually be nulled by changing the orientation or spacing of the ground wire from 
the probe cable. 

In most cases, the patch clamp is used in conjunction with a microscope; it and its stage 
typically constitute the conducting surfaces nearest the pipette and holder. In a well-grounded 
setup, the microscope can provide most of the shielding. It should be made sure that there 
is electrical continuity between the various parts of the microscope, especially between the 
microscope frame and the stage and condenser, which are usually the large parts nearest 
the pipette. 

Electrically floating surfaces can act as "antennas," picking up line-frequency signals 
and coupling them to the pipette. It is important that the lamp housing also be well grounded. 
It is usually not necessary to supply DC power to the lamp provided that the cable to the 
lamp is shielded and that this shield is grounded at the microscope. 

4. Pipette Fabrication 

Procedures for fabricating pipettes are presented in some detail elsewhere (Cavalie et al., 
1992; Rae and Levis, 1992a), and the shapes and properties of such patch pipettes are 
described in Chapter 21 (this volume). The basic equipment required, a summary of the 
procedures, and some tips that might be helpful are presented in this section. Depending on 
which patch-clamp configuration is used and the abundance of ion channels in a given 
preparation, an optimal adjustment of the size, shape, glass type, and coating of the patch 
pipette is required. The main steps in pipette fabrication involve pulling of appropriately 
shaped pipettes from glass capillary tubes, coating the pipette with a suitable insulation to 
reduce the background noise, and fire-polishing the tip of the pipette to allow gigaseals to 
be formed without damaging the cell membrane. Various instruments can contribute to 
obtaining the best possible results when fabricating patch pipettes. 

4.1. Pipette Pullers 

These are used to pull patch pipettes from glass capillary tubes. In its simplest form, a 
patch-pipette puller passes large currents through a metal filament made of tungsten or 
platinum and uses gravitation to pull the glass apart as the heat starts to melt the glass. Such 
vertical pullers usually employ a two-step pull mechanism in which the first pull softens the 
glass and pulls it a short distance to thin the capillary, after which the second pull (usually 
with lower heat) separates the capillary, yielding two pipettes with large-diameter tips. Other 
types of pipette pullers operate in a horizontal arrangement and apply elastic or motorized 
force to pull the glass in one or multiple steps. These latter pullers are also suitable for 
fabricating standard intracellular electrodes. They are often microprocessor controlled, and 
some even use laser technology, thus allowing one to pull quartz glass. Some pullers feature 
heat polishing while pulling, which is only useful when coating of pipettes is not necessary. 

4.2. Pipette Microforges 

Once pipettes have been pulled, they are often further processed. One objective is to 
reduce the pipette capacitance by coating the tapered shank of the pipette up to a few 
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micrometers of the pipette tip with a hydrophobic material (e.g., Sylgard®), which will 
prevent liquid films creeping up the pipette. A second purpose is to optimize the success 
rate of seal fonnation and to obtain stable seals for longer periods of time by smoothing the 
pipette tip (fire polishing). Pipette microforges have been designed to ease these manipula
tions. They basically consist of a microscope with a low-magnification objective for control
ling the coating step and a high-magnification objective for monitoring the fire-polishing 
step. In addition, there must be a means by which a jet of hot air is directed to the pipette 
tip (used for curing of the Sylgard® coating) and a heated platinum wire for melting the 
pipette tip. 

4.3. Glass Capillaries 

Pipettes can be made from many different types of glass (for review, see Rae and Levis, 
1992a). It has been found that different types of glass work better on different cell types. 
Glass capillaries are available from soft (soda glass, flint glass) or hard glasses (borosilicate, 
aluminosilicate, quartz). Soft-glass pipettes have a lower melting point (800"C vs. 1200DC), 
are easily polished, and can be pulled to have a resistance of 1-2 Mil. They are often used 
for whole-cell recording, where series resistance rather than noise is the limiting criterion. 
The large dielectric relaxation in soft glass sometimes results in additional capacitive transient 
components that interfere with good capacitance compensation. Hard-glass pipettes often 
have a narrow shank after pulling and consequently a higher resistance. Hard glass tends to 
have better noise and relaxation properties; however, the important parameter here is the 
dielectric loss parameter, which describes the AC conductivity of the glass. Although the 
DC conductivity of most types of glass is very low, soft glasses in particular have some 
conductivity around 1 kHz; that is sufficiently high to become the major source of thermal 
noise in a patch-clamp recording (see Chapter 5, this volume). Borosilicate and aluminosilicate 
glasses have lower dielectric loss and produce less noise. Quartz glass may be used for 
exceptionally low-noise recordings (Rae and Levis, 1992b) but requires a laser-driven puller 
for pipette fabrication. 

4.4. Pulling 

Depending on the puller used, pipettes are pulled in two or more stages: the first to 
thin the glass to 200-400 f.Lm at the narrowest point over a 7- to lO-mm region, and the 
next to pull the two halves apart, leaving clean, symmetrical breaks. Both halves can be 
used. The length of the first pull and the heat of the last pull are the main determinants of 
the tip diameter of the final pipette. 

4.5. Coating 

The capacitance between the pipette interior and the bath, and also the noise from 
dielectric loss in the glass, can be reduced by coating the pipette with an insulating agent 
such as Sylgard.® Sylgard® is precured by mixing the resin and catalyst oil and allowing 
it to sit at room temperature for several hours (or in an oven at 50DC for 20 min) until it 
begins to thicken. It can then be stored at -18DC for many weeks until use. The Sylgard® 
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is applied around the lower few millimeters of the electrode to within 10-20 IJ.IIl of the tip 
and then rapidly cured by a hot-air jet or by heat from a coil. Coating should be done before 
the final heat polishing of the pipette, so that the heat can evaporate or bum off any residue 
left from the coating process. 

4.6. Heat Polishing 

Heat polishing is used to smooth the edges of the pipette tip and remove any contaminants 
left on the tip from coating. It is done in a microforge or similar setup in which the pipette 
tip can be observed at a magnification of 400-800X. The heat source is typically a platinum 
or platinum-iridium wire. To avoid metal evaporation onto the pipette, the filament should 
be coated with glass at the point where the pipette will approach it. This is done by simply 
pressing a noncoated patch pipette onto the glowing filament until it melts and forms a drop 
of liquid glass covering the bare metal. To produce a steep temperature gradient near the 
filament (which helps make the pipette tip sharply convergent), an air stream can be directed 
at the fIlament. The amount of current to pass through the fIlament must be determined 
empirically for each type of glass, but a good place to start is with sufficient current to get 
the fIlament barely glowing. The typical practice is to tum on the fIlament current and move 
either the filament or the pipette (whichever is movable) into close proximity of the other 
until the pipette tip starts to melt and the desired tip size is reached. Because the opening 
in the pipette tip is usually at the limit of resolution of viewing, one might not see the change 
in shape at the tip but instead only a darkening of the tip. One can tell whether the tip was 
melted closed, and also get an idea of the tip diameter, by blowing· air bubbles in methanol 
with air pressure supplied to the back of the pipette by a small syringe. 

4.7. Use of Pipettes 

Pipettes should be used within 5-8 hr after fabrication, even if stored in a covered 
container; small dust particles from the air stick readily to the glass and can prevent sealing. 
However, with some easy-sealing cells, experience has been that pipettes may even be used 
the next day. It is very important to fIlter the filling solutions (e.g., using a 0.2-.... m syringe 
fIlter). Pipettes can be filled by sucking up a small amount of solution through the tip. This 
can be done by capillary force (simply dipping the tip for a few seconds into a beaker 
containing the pipette solution) or by applying negative pressure to the back of the pipette 
(e.g., using a 5-ml syringe). Thereafter, the pipette is back-filled, and any bubbles left in the 
pipette can be removed by tapping the side of the pipette. Overfilling the pipette has disastrous 
consequences for background noise because the solution can spill into the holder, wetting 
its internal surfaces with fIlms that introduce thermal noise. Therefore, the pipette should 
only be partially filled, just far enough to make reasonable contact with the electrode wire 
(the pipette holder is not filled with solution but is left dry). However, one might still want 
to fill the pipette high enough such that hydrostatic pressure outweighs the capillary suction, 
thus causing outflow of solution when the tip enters the bath. If this produces untolerable 
noise, one may reduce the filling level and apply slight positive pressure to the pipette to 
obtain outflow of solution. 
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4.8. Pipette Holders 

Commercial pipette holders come in different varieties for accommodating different 
sizes of pipettes. Many laboratories with decent workshops have their holders custom made 
to meet their needs, sometimes modified to allow pipette perfusion. Holders are usually made 
from Teflon® or polycarbonate, both having low dielectric loss. The pipette electrode is 
simply a thin silver wire that is soldered onto the pin that plugs into the probe's connector. 
The chloride coating on the wire gets scratched when pipettes are exchanged, but this does 
not degrade the stability very much; the wire does need to be rechlorided occasionally, 
perhaps once per month or whenever a significant drift in pipette potential occurs. A wire 
for the standard electrode holder should be about 4.5 cm long; after it is chlorided along its 
entire length, an O-ring is slipped onto it, and the wire is inserted into the holder. A good 
alternative for a bare silver wire is one that is coated by a TeflonGD insulation, where only a 
few millimeters at the tip of the wire are stripped and chlorided; this reduces the scratching 
of the Ag-AgCI coating during pipette exchanges and capacitative noise. Chloriding can be 
done by passing current (e.g., 1 mA) between the wire and another silver or platinum wire 
in a CI- containing solution (e.g., 100 mM KCI, or physiological saline). Current is passed 
in the direction that attracts Q- ions to the electrode wire; this produces a gray coating. 

The noise level of a holder can be tested by mounting it (with the electrode wire installed 
but dry) on the probe input and measuring the noise using the noise test facility of the patch
clamp amplifier. The probe should be in a shielded enclosure so that no line-frequency pickup 
is visible on an oscilloscope connected to the current monitor output at a bandwidth of 3 
kHz or less. A good holder increases the rms noise of the headstage alone by only about 
20%. The final noise level relevant for the actual recording, which includes all noise sources 
other than the cell itself, can be estimated by measuring the noise with a fllled pipette just 
above the bath surface. 

For low-noise recording, the electrode holder should be cleaned before each experiment 
with a methanol flush, followed by drying with a nitrogen jet. Before inserting a pipette into 
the holder, it is a good idea to touch a metal surface of the setup to discharge any static 
electricity that one may have picked up. The holder should be tightened firmly enough that 
the pipette does not move (on a scale of 1 jJ.m) when suction is applied. 

4.9. Reference Electrodes 

The main requirements for a bath electrode are stability, reversibility, and reproducibility 
of the electrode potential (for review see Alvarez-Leefmans, 1992). A bare, chlorided silver 
wire makes a good bath electrode unless the cell type under investigation shows intolerable 
sensitivity to Ag+ ions. A good alternative is an electrode incorporating an agar salt bridge, 
in which case the silver wire is either embedded in an agar-filled tube inserted directly into 
the bath or, as another option, the chlorided silver wire is immersed in saline kept outside 
the bath but in contact with it through an agar-filled bridge made of a V-shaped capillary 
tube. The agar should be made up in a solution that can be a typical bath solution or something 
similar, such as 150 mM NaCl. More concentrated salt solutions are not necessary, and they 
can leak out, changing the composition of the bath solution. The technical problems related 
to reference electrodes are discussed in Chapter 6 (this volume). 
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5. Experimental Procedures 

The technical aspects of patch-clamp experiments are fairly simple, provided some basic 
precautions are taken. In the following, a brief description of the techniques for establishing 
a seal and recording from either a membrane patch or from an entire small cell are given. 
This is complemented by some practical tips as well as notes on possible problems that may 
be helpful when conducting these experiments. The reader is referred to more detailed reviews 
on recording techniques and data analysis in this volume (Chapters 2, 3, 5, 18-20) and other 
publications covering data acquisition in general (French and Wonderlin, 1992) as well as 
practical and theoretical considerations of single-channel data analysis (Jackson, 1992; Mag
leby, 1992; Sigworth and Zhou, 1992). 

5.1. Preparing Experiments 

Usually, the aim is to obtain as many experiments as possible from a given preparation 
(iilcluding test and control experiments). Often, experiments have to be carried out at a rapid 
pace, as some preparations have a short lifetime. To avoid delays and interruptions, it is 
therefore a good idea to get the technical aspects organized before an experimental session. 
It is helpful to have all the required solutions made ready, have a reasonable number of patch 
pipettes prepared, have the stimulation protocols programmed, have the tools for pipette 
filliilg and bath exchange at hand, etc. 

Often-used extracellular solutions may be kept in stock (liter quantities) in a refrigerator. 
Intracellular solutions may be frozen in smaller stocks (5-10 ml) and thawed before experi
ments. If solutions need be prepared during an experimental session, they can be mixed from 
appropriately concentrated stock solutions. In any case, the pH and osmolarity of the solutions 
should be adjusted appropriately. Solutions should always be filtered unless a· "sticky" 
substance is iilcluded; such substances should be added after the filtering of the normal 
saline. Supplements (e.g., ATP, GTP, fluorescent dyes, second messengers) are added from 
frozen stocks to a small volume (100-500 j.Ll) of the pipette-filling solution in an Eppendorf 
tube as needed shortly before the experiment. The pipette-filling solutions might be kept in 
a rack on top of a container filled with ice to prevent degradation of labile ingredients. The 
patch pipettes are filled as described earlier. 

The choice of solutions is probably one of the most crucial determinants for any patch
clamp experiment. The formulation of individual bath and pipette solutions depends on many 
factors. In general, the bath solution should mimic the natural extracellular environment of 
the cell, while the pipette solution should substitute for the cytosol. On the other hand, one 
often wants to study a certain ion current in isolation or increase its amplitude. In such cases 
one needs to alter the ion composition of external or internal or both solutions in order to 
abolish the masking effect of currents interfering with the conductance of interest (or increase 
the latter). Some general guideliiles on choosiilg saline compositions are given elsewhere 
(Swandulla and Chow, 1992). Furthermore, it is a good idea to screen the available literature 
on the cell type under study and the particular composition of solutions used to study the 
ion current in question. 

5.2. Forming a Seal 

The process of seal formation is monitored by observing the pipette currents on an 
oscilloscope while applyiilg voltage pulses to the pipette. A convenient pulse amplitude is 
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2 mY, which can be obtained from a pulse generator. Before the pipette is inserted into the 
bath, the current trace should be flat except for very small capacitive transients caused by 
the stray capacitance of the pipette and holder. When the pipette enters the bath, the 2-mV 
pulses will cause 1 nA to flow in a 2-MO pipette. The approach to the cell membrane and 
the formation of a gigaseal will cause the resistance to increase, reducing the currents. For 
observation of the current pulses, it is convenient to pick a gain setting and oscilloscope 
sensitivity such that the current through the open pipette is reasonably sized. 

5.2.1. Entering the Bath 

The surface of the bath solution is relatively "dirty," even if (as is strongly recommended) 
one aspirates some solution from the surface to suck off dust and contaminants. For this 
reason it is important always to have solution flowing out of the pipette until the pipette is 
in contact with the cell (either by applying a small amount of positive pressure to the pipette 
or by filling it appropriately). Also, one should avoid going through the air-water interface 
more than once before forming a seal. When moving the pipette tip into the bath, the current 
trace may go off scale; in that case, one needs to reduce the amplifier gain until the trace 
reappears. Then, one needs to cancel any offset potentials between pipette and reference 
electrode; this is done by setting the holding potential of the patch-clamp amplifier to 0 m V 
and adjusting the pipette offset control such that the DC pipette currents are close to zero. 
For a detailed discussion of offset compensation procedures, see Chapter 6 (this volume). 
From the size of the current response to the test pulses, the pipette resistance can be calculated 
(good data acquisition software usually provides for this). 

5.2.2. Forming a Gigaseal 

After the pipette has entered the bath, one should proceed as fast as possible to obtain 
a gigaseal because the success rate of sealing is inversely proportional to the time the pipette 
tip is exposed to the bath solution (presumably from an increased probability of picking up 
floating particles). It is even more important to obtain a seal rapidly when the pipette solution 
contains peptides or proteins, as they tend to cover the pipette tip and interfere with seal 
formation. When the pipette is pushed against a cell, the current pulses will become slightly 
smaller, reflecting an increase in resistance; when the positive pressure is released from the 
pipette, the resistance usually increases further. Some cell types require more ''push'' from 
the pipette than others, but a 50% increase in resistance (i.e., a reduction in the current pulse 
amplitude by this value) is typical. Application of gentle suction should increase the resistance 
further and result (sometimes gradually, over maybe 30 sec; sometimes suddenly) in the 
formation of a gigaseal, which is characterized by the current trace becoming essentially flat 
again (hyperpolarizing the pipette to -40 to -90 mV often helps to obtain or speed the seal 
formation). To verify gigaseal formation, one may increase the amplifier gain; the trace 
should still appear essentially flat except for capacitive spikes at the start and end of the 
voltage pulse. 

5.3. Patch Recording 

It is a good idea to start out with the holding potential set to zero (this will leave the 
patch at the cell's resting potential); if a whole-cell experiment is planned, an alternative is 



A Practical Guide to Patch Clamping 23 

to start with the desired holding potential (e.g., -70 mY) in order not to depolarize the cell 
when breaking the patch. When the test pulse is applied, the fast capacitive spikes recorded 
arise mainly from the pipette itself and the enclosed membrane patch. One should now 
compensate the capacitance by adjusting the amplitude and time constant of the fast capaci
tance neutralization controls of the patch-clamp amplifier to minimize the size of these spikes 
(some amplifiers offer an automatic compensation of this capacitance). Transient cancellation 
will be essential if one will be giving voltage pulses in the experiment; if not, the test pulse 
should be discontinued to avoid introducing artifacts. 

In single-channel recordings, the gain should be set to at least 50 m V /pA or above for 
lower noise (most patch-clamp amplifiers use a high feedback resistor only for these high
gain settings); in whole-cell configuration this setting will depend largely on the size of 
currents to be recorded. The gain setting should be calculated by dividing the output voltage 
of the current monitor (e.g., ±10 V) by the gain setting (e.g., 10 mY/pAl. This will record 
currents up to ± 1 nA without saturation. It should be kept in mind, however, that the output 
voltage needs to be sampled by an AD converter, which will resolve the input voltage of 
±10 V with its intrinsic accuracy (typically 12 or 16 bits, equivalent to 4,096 or 65,536 
discrete levels, amounting to a digitized resolution of a ± 10 V signal of 5 and 0.3 mY, 
respectively). It is therefore important that the expected current amplitudes be recorded with 
an appropriate gain setting, thus providing for the best possible resolution of currents. 

If one is applying voltage pulses to the patch membrane, it is important to try to cancel 
the capacitive transients as well as possible in order to avoid saturating any amplifiers, the 
recording medium, or the AD converter. It is a good idea to set the fast capacitance neutraliza
tion controls while observing the signal without any filtering beyond the 100kHz filtering. 
Then, during the recording, one should observe to see if the clipping indicator of the amplifier 
flashes. If it does, it means that internal amplifiers are about to saturate and/or that the current 
monitor output voltage is going above 10-15 Von the peaks of the transients, and one should 
readjust the transient cancellation controls. Otherwise. it is likely that the recording will be 
nonlinear. and subtraction will not work correctly. 

The fast transient cancellation is not sufficient to cancel all of the capacitive transients 
in a patch recording. This is partly because the pipette capacitance is distributed along the 
length of the pipette; therefore. each element of capacitance has a different amount of 
resistance in series with it. so that a single value of the time constant of the fast capacitance 
will not provide perfect cancellation. The time course of the transients also reflects dielectric 
relaxation in the material of the pipette holder and in the pipette glass. These relaxations are 
not simple exponentials but occur on time scales of about 1 msec or longer. If one is using 
pipette glass with low dielectric loss (e.g., aluminosilicate glass), or if one is careful to coat 
the pipette with a thick coating and near to the tip. the relaxations will be smaller. Remaining 
transients can be canceled by subtracting control traces without channel openings from the 
traces containing the channels of interest. 

For cell-attached or inside-out patch configurations, positive pipette voltages correspond 
to a hyperpolarization of the patch membrane, and inward membrane currents appear as 
positive signals at the current monitor outputs. Some data acquisition programs compensate 
for this by inverting digital stimulus and sampled values in these recording configurations 
such that the stimulation protocols, holding voltages. and displays of current records in the 
oscilloscope all follow the standard electrophysiological convention. In this convention, 
outward currents are positive, and positive voltages are depolarizing. However, even if the 
data acquisition software conveniently processes and displays the signals in apparently 
"physiological" polarity, the analogue current and voltage monitor outputs are not inverted 
in these recording modes. One should always make sure that one really understands what 
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exact data processing is in effect during data acquisition, and the software should allow the 
user to reconstruct off line what the experimental settings were during data acquisition. 

5.4. Whole-Cell Recording 

5.4.1. Breaking the Patch 

After a gigaseal is formed, the patch membrane can be broken by additional suction 
or, in some cells, by high-voltage pulses (these need to be established empirically for the 
particular cell type; 600-800 mV for 200-500 IJ.sec is a good starting point). Electrical access 
to the cell's interior is indicated by a sudden increase in the capacitive transients from the 
test pulse and, depending on the cell's input resistance, a shift in the current level or 
background noise. Additional suction pulses sometimes lower the access resistance, causing 
the capacitive transients to become larger in amplitude but shorter in duration. Low values 
of the access (series) resistance (R.) are desirable, and when R. compensation is in use, it is 
important that the resistance be stable as well. A high level of Ca-buffering capacity in the 
pipette solution (e.g., with 10 mM EGTA) helps prevent spontaneous increases in the access 
resistance as a result of partial resealing of the patch membrane, which is favored by high 
intracellular Ca2+ concentrations. 

5.4.2. Capacitive Transient Cancellation 

If the fast capacitance cancellation was adjusted (as described above) before breaking 
the patch, then all of the additional capacitance transient will be attributable to the cell 
capacitance. Canceling this transient using the C-slow and R-series controls on the amplifier 
will then give estimates of the membrane capacitance and the series resistance. With small 
round cells, it should be possible to reduce the transient to only a few percent of its original 
amplitude. However, if the cell has an unfavorable shape (for example, a long cylindrical 
cell or one with long processes), the cell capacitance transient will not be a single exponential, 
and the cancellation will not be as complete. 

5.4.3. Series Resistance Compensation 

In whole-cell Voltage-clamp recording, the membrane potential of the cell is controlled 
by the potential applied to the pipette electrode. This control of potential is not complete 
but depends on the size of the access resistance between the pipette and the cell interior and 
on the size of the currents that must flow through this resistance. This access resistance is 
called the series resistance (R,) because it constitutes a resistance in series with the membrane. 
Part of the series resistance arises from the pipette itself, but normally the major part arises 
from the residual resistance of the broken patch membrane, which provides the electrical 
access to the cell interior. In practice, the series resistance usually cannot be reduced below 
a value about two times the resistance of the pipette alone. 

Series resistance has several detrimental effects in practical recording situations. First, 
it slows the charging of the cell membrane capacitance because it impedes the flow of the 
capacitive charging currents when a voltage step is applied to the pipette electrode. The time 
constant of charging is given by Tu = R • . Cm, where Cm is the membrane capacitance. For 
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typical values of R. = 5 Mil and Cm = 20 pF, the time constant is 100 ,""sec. This time 
constant is excessively long for studying rapid voltage-activated currents such as Na+ currents 
in morphologically convoluted cells such as neurons, especially because several time constants 
are required for the membrane potential to settle at its new value after a step change. Series 
resistance and cell capacitance also impose limitations on the recording bandwidth of the 
acquired currents, which are filtered by the combination of R. and Cm. For an RC filter, the 
comer frequency (-3 dB) is calculated from! = 1I(2'11'R.Cm), and in the above example we 
arrive at a limiting bandwidth of 1.6 kHz. This bandwidth would be reduced with larger 
capacitance and/or series resistance. It should be realized that although series resistance can 
be compensated for electronically (R. compensation control of the patch-clamp amplifier), 
the capacitance cannot (capacitance neutralization controls of patch-clamp amplifiers do not 
increase the bandwidth of the recording, nor do they speed up the charging of the capacitance). 
Another detrimental effect of series resistance is that it yields errors in membrane potential 
when large membrane currents flow. In the case of R. = 5 Mn, a current of 2 nA will give 
rise to a voltage error of 10 m V, which is a fairly large error. 

To use R. compensation in practice, one first has to adjust the transient-cancellation 
controls (including C-fast and T-fast if necessary) to provide the best cancellation. Then one 
activates the R. compensation control by turning it up to provide the desired percentage of 
compensation. Most patch-clamp amplifiers use this setting to determine the amount of 
positive feedback being applied for compensation. It should be adjusted with some care, 
because too high a setting causes overcompensation (the amplifier will think that R. is larger 
than it is); this can cause oscillation and damage to the cell under observation. 

Optimal settings of the R. compensation controls depend on the approximate value of 
the uncompensated membrane-charging time constant Tu, which can be calculated as the 
product of the C-slow and R-series settings (for example, suppose C-slow is 20 pF and R
series is 10 MO; the time constant Tu is then 20 pF . 10 Mil = 200 ,""sec). The speed of 
the R. compensation circuitry can also be adjusted on most amplifiers. If Tu is smaller than 
about 500 ,""sec one should use a fast setting of the R. compensation circuitry to provide the 
necessary rapid compensation. The slower settings, on the other hand, will provide compensa
tion that is less prone to high-frequency oscillations from misadjustment of the controls. 
How much compensation one can apply is also determined by Tu. If Tu is larger than about 
100 ,""sec, one can use any degree up to the maximum of 90% compensation without 
serious overshoot or ringing in the voltage-clamp response. For smaller values of Tu the 
R. compensation setting should be kept below the point at which ringing appears in the 
current trace. 

As in the case for patch recording, there is rarely need to use the full bandwidth of the 
amplifier in whole-cell recording. This is because typical membrane charging time constants 
(even after R. compensation) are considerably longer than 16 ,""sec, which is the time constant 
corresponding to a 10-kHz bandwidth. Thus, the current monitor signal is expected to contain 
no useful information beyond this bandwidth. 

In whole-cell recording, the voltage and current monitor signals follow the usual conven
tion, with outward currents being positive. This is because the pipette has electrical access 
to the cell interior. 

6. Caveats and Sources of Artifacts 

For newcomers to the patch-clamp technique it is usually not so difficult to master the 
technical aspects of the methodology. It is rather easy to gather a large amount of data, but 
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the problems emerge in analyzing and evaluating the acquired data. As in any other method 
there are pitfalls and artifacts, too many to address here. Nevertheless, some problems in 
using the technique and how to avoid them are briefly discussed in the following paragraphs. 

6.1. Solutions 

Many problems arise from the composition of extracellular and intracellular solutions. 
The following are some points to be considered. 

Differences in osmolarity and pH between bath and pipette solutions can seriously affect 
all sorts of ion currents and should be avoided (unless one specifically wants to study their 
effects). For example, hypo- or hyperosmotic solutions cause cell swelling or shrinking 
accompanied by modulation of volume-regulatory conductances such as CI-, K+, and cation 
channels (Sarkadi and Parker, 1991; Hoffmann, 1992), and protons are known to modify the 
properties of many ion channels (for review see Moody, 1984; Chesler and Kaila, 1992). 

Divalent ions in the bath can screen surface membrane charges, thereby affecting the 
voltage dependence of ion channels. Shifts in the activation and inactivation curves of 
virtually all voltage-gated ion channels by divalents have been described and are reviewed 
in more detail elsewhere (Green and Andersen, 1991; Latorre et al .• 1992). Complete removal 
of certain ions can alter the properties of ion channels. The most dramatic effects are observed 
following removal of Ca2+ from the bath. Among other effects, this may cause Ca2+ channels 
to lose selectivity and become permeant to monovalent ions (Almers and McCleskey, 1984; 
Hess and Tsien, 1984), it will shift the activation curve of Na+ channels to the left (Campbell 
and Hille, 1976), enhance currents through inward rectifying K+ channels (Biermans et al .• 
1987), and long exposure to Ca2+ -free bath solutions will eventually cause nonspecific leaks 
in the plasma membrane. 

Another problem might arise from the precipitation of divalent ions in the saline when 
sulfate or carbonate ions are present, yielding erroneous estimates of the effective concentra
tion of these ions. 

Many organic compounds are not easily soluble in aqueous solutions and need to be 
dissolved in organic solvents such as ethanol or dimethylsulfoxide, whose final concentration 
should not exceed 0.1 %. In any case, appropriate control experiments of the vehicle should 
be carried out. 

The chloride ions are the primary charge transfer ions between the aqueous phases and 
the silver wires serving as electrodes. Therefore, these electrodes must be immersed in a 
solution that contains at least some Cl- ions (at least 10 mM). A complete removal of CI
ions in the bath or pipette-filling solution is not feasible unless an agar bridge is used. 

In all patch-clamp configurations a number of offsets have to be taken into account. 
These include amplifier offsets (±30 mY), electrode potentials (±200 mY, depending on 
0- concentration of pipette and reference electrode), liquid junction potentials, and potentials 
of membrane(s) in series with the membrane under study. Some of these offsets are fixed 
during an experiment (such as amplifier and electrode offsets); some are variable. It is 
standard practice to take care of voltage offsets by performing a reference measurement at 
the beginning of an experiment. An adjustable amplifier offset is then set for zero pipette 
current. Thereafter, the command potential of the amplifier will be equal in magnitude to 
the membrane potential if no changes in offset potentials occur. 

The polarity of the command potential will be that of the membrane for whole-cell and 
outside-out configurations but will be inverted in the cell-attached and inside-out configura
tions. In cell-attached configurations an additional offset is present because of the resting 
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potential of the cell under study. Liquid-junction potentials may appear or disappear during 
the measurement when solution changes are performed or in cases in which the pipette 
solution is different from the bath solution (Barry and Lynch, 1991; Neher, 1992a). A detailed 
discussion of liquid junction potentials and how to correct for them is found in Chapter 6 
(this volume). 

In order to maintain cells viable to receptor-activated signal transduction or to avoid 
rundown of certain ion currents, it is a good idea and common practice to include ATP, GTP, 
and other nucleotides in the pipette-filling solution. Thus, the cell is unavoidably exposed 
to the pipette solution during the approach for seal formation. At least for ATP a note of 
caution is appropriate, because many cells possess purinergic receptors. Activation of these 
receptors and the resulting signal transduction events may take place before a recording is 
started. A similar problem might arise when glutamate is used as the internal anion when 
studying cells that are sensitive to this neurotransmitter. In order to realize and consider the 
effects caused by the intracellular solution prior to starting an actual recording, it might be 
useful to let a cell recover by waiting some time after seal formation (during which the bath 
solution should be exchanged), then establish the whole-cell recording configuration and 
apply the internal solution extracellularly. 

Contaminations of the solutions with foreign substances that might affect ion channels 
are very difficult to eliminate completely, because containers, syringes, tubings, needles, or 
filters may release small amounts of leachable substances or detergents into the solution. 
Some ion channels are extremely sensitive to such contaminations. Therefore, solutions 
should always be prepared from chemicals of the highest purity, and the possible sources of 
contaminants should be thoroughly cleaned and rinsed. 

6.2. Electrodes 

The reference electrode in the bath and the test electrode in the pipette holder are usually 
silver wires coated with AgCI. This coating gets scratched during multiple exchanges of 
pipettes and may also degrade with time when large currents are passed (effectively dissolving 
the AgCI coating as the CI- ions are released into the saline). If the electrodes are not 
regularly chlorided, shifts in the electrode potential may become so severe that voltage drifts 
become noticeable in the course of an experiment, making the measurements inaccurate. 
Stability of the electrodes should be verified occasionally by monitoring the currents of an 
open pipette in the bath at zero-current potential over a few minutes or by comparing the 
zero-current potential before and after an experiment. If the current is not stable, and one 
needs to adjust the holding potential by more than 1-2 mV to return to the zero-current 
potential, then rechloriding is necessary. 

Another potential problem arises from shunts or high resistances in the current path 
between saline and electrodes, which usually becomes apparent on entering the bath with a 
patch pipette. If there should be no or only a small current flow in response to a test pulse, 
there might be an open circuit, for example, (l) a bubble in the pipette, (2) a faulty connection 
to the probe input, or (3) a missing connection to the bath electrode. If large currents or 
erratic noise appears, there might be problems with the pipette or bath electrode, for example, 
(1) the pipette tip is broken, (2) the reference electrode is short-circuited to grounded parts 
of the chamber holder or microscope (e.g., through spilled bath solution), (3) the pipette 
holder has spilled, or (4) the setup is not well grounded. 
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6.3. Data Acquisition 

The main problems in this respect originate from leak subtraction procedures, choice 
of holding potential and stimulation protocols, or inappropriate sampling and filtering. 

Leak subtraction is in common use for voltage-activated ion currents to compensate 
and cancel linear leak and capacitive currents. Typically, a variable number of small voltage 
pulses is applied in a voltage range that does not recruit voltage-dependent ion currents (leak 
pulses). The size of each of the leak pulses is calculated from the test-pulse amplitude (P) 
divided by number of leak pulses (n), hence the term PIn leak correction (Bezanilla and 
Armstrong, 1977). The currents recorded during the leak pulses are summed, and the resulting 
leak current is subtracted from the actual test pulse. There are many variations of the PIn 
protocol, including scaling procedures, leak pulses with alternating polarity, etc. (see Chapter 
3, this volume). Considerable artifacts may be introduced inadvertedly by using an inappropri
ate leak-subtraction protocol. It is advisable to inspect the leak pulses to ascertain that no 
nonlinear current components are subtracted. 

Voltage-activated currents are often subject to steady-state inactivation. This can be 
exploited to dissect currents, as has been shown for Ca2+ channels (Tsien et aI., 1988). 
However, problems may arise, e.g., when long-lasting leak protocols at more negative poten
tials are applied, since some channels (that were inactivated at the holding potential) might 
recover from inactivation. In addition, frequency-dependent phenomena (e.g., rundown or 
facilitation of ion currents) should be taken into account when designing pulse protocols. 

Sampling frequency and filtering of data should be appropriate for the signals to be 
recorded. Otherwise, aliasing effects might occur, or the kinetic information is not accurate. 
Chapter 3 (this volume) addresses the details of sampling and filtering procedures. 

The list of problems mentioned above is certainly not complete; there are many more 
possible complications when conducting patch-clamp experiments, and some have to be 
actually experienced in order to be fully appreciated. However, this should not deter anybody 
from moving into the field, since the reward of being able to observe biological processes 
at the cellular and molecular level in real time as well as the esthetically pleasing records 
of ion currents offer more than sufficient reward to make the effort worthwhile. 
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Chapter 2 

Tight-Seal Whole-Cell Recording 

ALAIN MARTY and ERWIN NEHER 

1. Introduction 

The tight-seal whole-cell recording method, often abbreviated as "whole-cell recording" 
(WCR), allows one to record from cells and modify their internal environment by using a 
patch-clamp pipette. This has become the most commonly used configuration of the patch
clamp technique. In the present chapter, we first describe the basic experimental procedures 
used to obtain whole-cell recordings. We then discuss the pipette-cell interactions during 
whole-cell recording, first from an electrical point of view and then from a chemical point 
of view. We finally compare the tight-seal whole-cell recording with other methods for 
studying electrical properties of cells. 

2. Basic Procedures 

To perform whole-cell recordings, patch-clamp pipettes are fabricated and filled with 
an appropriate low-Ca2+ solution. The pipette is pressed onto the cell membrane to 
establish a "gigaseal" at the contact area. The pipette potential is then changed to a 
negative voltage (such as 70 mV below the bath potential), and repetitive voltage steps 
of a few millivolts amplitude are given. At this stage, the fast capacitance compensation 
is adjusted to cancel the transient caused by the capacitance of the pipette holder and 
pipette wall (Fig. 1). Pulses of suction are applied to the pipette interior until a sudden 
increase in the size of the capacitive transients is observed (Fig. 1). This additional 
current reflects the contribution of the cell membrane to the pipette input capacitance 
following the destruction of the patch membrane. An alternative but rarely used method 
to break the patch membrane is to apply to the pipette voltage pulses of large amplitude 
to induce membrane breakdown ("zapping"). The pulses are very short (e.g., 10-500 
IJ.sec) such that once the patch is broken, the cell capacitance does not have the time 
to be loaded to an appreciable fraction of the applied potential, thus protecting the cell 
from total dielectric breakdown. 
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Figure 1. Capacitive currents observed at different stages of WCR. A: The top trace shows the response to 
a IO-mV voltage pulse after formation of a gigaseal and after cancellation of pipette capacitance, before 
rupture of the patch. The second trace shows the response to the same stimulus immediately after rupture. 
The capacitive artifact is off scale; note increase in background noise. The third trace shows the same response 
after cancellation of cell membrane capacitance (dial settings: C = 3.56 pF; or = 20 ,""sec). The fourth trace 
shows again a response without cell capacitance cancellation, employing a tenfold attenuated stimulus. The 
lowest trace shows the time course of the voltage pulses. B: Response to a IO-mV hyperpolarizing voltage 
pulse on a faster time scale (same experiment, WCR without capacitance cancellation). 

Once the WCR mode is established, it is often helpful to lift the pipette somewhat 
to relieve the strain imposed on the cell when the initial seal was established. In some 
cases, the cell may be lifted further to detach it from the bottom of the recording 
chamber. In such cases, the solution surrounding the cell can be changed rapidly without 
impairing the stability of the recording. 

Whole-cell recordings can be performed for at least I hr without electrical signs 
of deterioration. (However, as is discussed below, some currents may subside during 
such long recordings.) Provided that the cell under study is firmly attached to the culture 
dish, it is then possible to form an outside-out patch simply by pulling away the recording 
pipette (Hamill et aI., 1981). After this maneuver, the cell membrane reseals, leaving 
the cell essentially intact except that its internal solution has been replaced with the 
pipette solution. This property can be exploited in several ways. (1) The method may 
be used to alter the internal solution of a chosen cell with minimal damage to its 
membrane. (2) Successive WCRs with different internal solutions can be performed on 
a given cell by changing the recording pipette. (3) Both macroscopic and single-channel 
data may be obtained in one experiment. It should be noted, however, that the electrical 
stability of outside-out patches formed after a long WCR is often not as good as that 
of patches obtained after a few minutes of WCR. 
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3. The Whole-Cell Recording Configuration from an Electrical 
Point of View 

3.1. The Equivalent Circuit for a Simple Cell 

33 

We assume here a reasonably small cell (longest dimension ~ 100 IJ.m) with a 
resistance at rest R on the order of I GO and an input capacitance C on the order of 
10-100 pF. This corresponds to the situation found for a large number of animal cells. 
This cell is studied using a patch-clamp pipette that has a resistance Rs during recording 
(Rs is different from the pipette input resistance measured before contacting the cell; see 
below). The equivalent circuit is illustrated in Fig. 2. If VI\ the pipette potential, follows 
an imposed square impulse of amplitude A V. the current I through such a circuit is 
described by a simple exponential function of time, as illustrated in Fig. 2B. If one 
assumes that Rs < < R (typical values are 10 MO and 1 Gn. respectively) one obtains: 

(I) 

Iss = AViR (2) 

and 

T = RsC (3) 

Where lin is the "instantaneous current" obtained just after the jump, T the time constant 
of the current relaxation, and Iss the steady-state current. lin, I.", and T can be all measured 
from the current record, and equations 1-3 can then be used to calculate R, Rs, and C. 
Thus, a simple analysis of the current changes recorded in response to a square impulse 
yields all the parameters of the electrical circuit of the cell but one (ER' the resting 
potential of the cell). Note that Rs, as calculated from equation 1, is different from the 
value found for the resistance of the pipette before making the seal, Rin. Typical ratios 
of RslRin are 2-5. If several pulses of suction are applied to the pipette interior, this 
value can be brought down to 2-3 but not below. This is probably because cytosolic 
elements impose a lower conductivity to the part of the cell that is sucked into the 
pipette compared to the conductivity of the bath solution. 

Figure 2. Passive electrical properties for 
a simple cell. A: Equivalent electrical cir
cuit. ER is the cell resting potential. Rs. R, 
and C represent the pipette resistance, the 
cell resistance. and the cell capacitance. B: 
Current response to a A V displacement of 
the pipette potential. 

A 

L...----vp 
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3.2. Series Resistance Errors 

To illustrate some of the problems associated with series resistance errors, let us 
assume that we want to measure a Na+ current in a cell clamped with Rs = 10 MO. 
The "ideal" I-V curve is as drawn in Fig. 3A. This is the curve that would be recorded 
if Rs were zero. For each current value actually recorded, the flow of current along the 
pipette tip results in a discrepancy between the pipette potential Vp and the cell potential 
V. According to Ohm's law V - Vp = Rsl. Using this equation, it is possible to predict 
the distortion brought about by series resistance errors in the I-V curve. A graphic 
method can be employed to go from the ideal I(V) curve to the experimental I(Vp) curve 
(or vice versa) as shown in Fig. 3B. As a result of the series resistance error, the I(Vp) 

curve has a very abrupt take-off near -40 m V, and it reaches its maximum within a 
few millivolts. In fact, if the maximal slope of the original I(V) curve exceeds 0.1 nAl 
mV (corresponding to the ratio lIRs), the I(Vp) curve has a jump with infinite slope. 
The discontinuity occurs as the voltage-clamp system is unable to prevent the cytosolic 
potential V from firing an action potential. This happens in practice if the maximum INa 

current is on the order of 3 nA, a rather modest value. Thus, series resistance errors 
can severely distort I-V curves. In regions of the curves where the derivative dIldV is 
negative, total voltage clamp failure can occur. 

A second, potentially serious consequence of the presence of Rs is the fact that, 
even for large values of R, V does not follow Vp immediately. Thus, if Vp follows a 
square impulse, V is rounded off with a time constant ,. as given by equation 3. With 
Rs = 10 MO and C = 100 pF, we obtain,. = 1 msec. Changes in channel-opening 
probability can occur much faster than this, for example, during deactivat~on of CaH 

channels on returning from a depolarized test potential to the holding potential. If, because 

A B 

· · · · . • .....::.S.3"""'1 

Figure 3. Series resistance errors. A: Assumed ideal/-V curve for peak Na current measurements. B: Because 
of series resistance errors, the measured curve /(Vp) differs from the ideal curve /(V). It is possible to transform 
one curve into the other by a graphic method. Here the /(V) ~ /(Vp) transform is illustrated. For all pairs 
of points the values of the ratio xfo are the same. Note that the /(Vp) curve is much steeper than the /(V) 
curve in the -40-- to -20-mV voltage range. 
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of the Rs error, V actually changes with a time constant of 1 msec, such fast processes 
will have to wait for the changes in V to have occurred, resulting in artifactual changes 
in the current trace. 

Series resistance errors can be dealt with in various ways. To some extent, they 
can be reduced by series resistance compensation (see below). Residual errors on steady
state currents can be appreciated using the type of transform illustrated in Fig. 3, and 
I-V curves can be corrected accordingly if Rs is known. Alternative strategies include 
the use of a single-electrode switching clamp instead of the usual continuous voltage
clamp design. 

3.3. Cell Capacitance Cancellation 

This should not be confused with series resistance compensation. Capacitance 
cancellation is performed (1) to avoid saturation of the amplifiers of the recording circuit 
during the sudden high-amplitude currents generated at the onset of voltage changes and 
(2) to eliminate error signals caused by the pipette and holder capacitance. In a first 
step, the small capacitor representing the pipette and pipette holder is canceled at the 
cell-attached stage. This is called "fast" capacitance cancellation because the time constant 
of the corresponding current is very fast, in the 0.5- to 5-lJ.sec range. This first step is 
essential if one wishes to estimate Rs by using equation 1 once the WCR mode has 
been established. In WCR, a second cancellation is performed to remove the cell membrane 
capacitive current. At this stage, most commercial amplifiers display the values of the 
cell capacitance and access resistance that correspond to the second (slow) capacitive 
current. Capacitive current cancellation consists of supplying the current needed to charge 
the capacitor directly to the summing input of the headstage amplifier through a small 
capacitor Ch (Fig. 4A). To achieve this, an exponentially shaped voltage command is 
applied to Ch• By adjusting the amplitude and time constant of this voltage V,hape<h leap 

is made to flow through Ch and not through Re. It is therefore not recorded. To perform 
simultaneous cancellation of fast (holder and pipette) and slow (cell) capacitive currents, 
the sum of two exponentials is fed to V,hoped. 

The problem of capacitance cancellation is treated in greater detail in Chapters 4 
and 7 (this volume). 

3.4. Series Resistance Compensation 

The target here is to limit errors in I-V curves and to improve the effective speed 
of the voltage clamp in order to be able to record fast current changes. The basic idea 
is to take the current output, scale it with an adjustable gain a, and add the result to 
the command voltage (Fig. 4B). During voltage pulses, this results in an overshoot of 
the effectively applied potential (Fig. 5). Also, the system automatically corrects Vp if 
a sizable ionic current starts to flow. This correction is in essence the inverse of the 
graphic method used to go from the I(V) curve to the I(Vp) curve in Fig. 3. 

One problem with series resistance compensation is that, because it employs a 
positive feedback, it can escape control ("ringing"). For this reason it is impossible to 
reach 100% compensation. Also, the compensation only works if the value of Rs has 
been determined correctly. Rs may be evaluated by analyzing capacitive current transients 
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Figure 4. Cell capacitance cancella
tion and series resistance compensa
tion. A: Cell capacitance cancellation. 
At the onset of voltage jumps. an 
adjustable signal V,haped is fed through 
a small capacitor Ch to the negative 
input of the headstage amplifier. The 
corresponding current flow cancels the 
capacitive current L:ap. such that no net 
current is recorded by the amplifier. 
B: Series resistance compensation. The 
command potential Vp is the sum of 
the command potential Vc and a signal 
proportional to the measured current 
(aI). 

using equation 1 or by reading the setting of an appropriately designed capacitance 
compensation network. Unfortunately, the value of Rs may change spontaneously during 
recording, thus making later Rs compensations inaccurate. The only way out of this 
problem is to determine Rs often during the course of the experiment. If Rs increases 
markedly, it is usually possible to decrease it again, at least transiently, by applying a 
new pulse of suction to the pipette interior. Computer-controlled patch-clamp amplifiers 
make it possible to estimate and compensate Rs automatically before each depolarizing 
voltage pulse. 

As an alternative or complement to series resistance compensation, the effective 
onset of applied potential steps can be accelerated by adding a square pulse of large 
amplitude and short duration (- 5 f,Lsec) at the leading edge of command potential steps. 
The amplitude of the pulse is adjusted empirically in order to minimize the capacitive 
current transient ("supercharging": Armstrong and Chow, 1987). 

Series resistance compensation is usually performed after full cancellation of pipette, 
holder, and cell membrane capacitive currents (Fig. 5). However, there is no real obligation 
to proceed that way. Provided that Rs is set at the right value, most commercial amplifiers 
will perform a correct series resistance compensation (at least for small voltage pulses) 
in the absence of cell membrane capacitance cancellation. If this is done, however, 
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Figure 5. Pipette and cell potential during capacitance cancellation and series resistance compensation. In 
the uncancelled, uncompensated situation (left column), Vp is rectangular, while V and I are exponential 
functions of time with the same time constant T (equation 3). Cancellation of the cell capacitive current does 
not change the time course of V (middle column). After series resistance compensation, however, V reaches 
more quickly its steady state (right column). This is achieved by adding an overshooting component to Vp • 

capacitive currents will saturate quickly for increasing pulse amplitudes, as series resistance 
compensation results in faster and larger capacitive currents. Saturation of capacitive 
currents will delay effective voltage-clamp control. 

3.5. Capacitance Cancellation Together with Series Resistance 
Compensation 

When both techniques are employed, the problem arises that capacitance cancellation 
eliminates part of the current, which does not appear past the first amplifier. As a result, 
the gain in voltage-clamp speed expected from series resistance compensation during 
voltage pulses may be lost. Fortunately, this problem can be fixed by adding again the 
signal corresponding to the capacitive current to the recorded current at the end of the 
recording chain when shaping the correction voltage that is added to the command 
potential (more details on this problem can be found in Chapter 4, this volume). 
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3.6. Current Clamp 

Current-clamp measurement can be performed with the same basic circuit with an 
additional feedback loop. The loop connects the current output to the command input 
of the pipette potential and provides negative feedback for constant-current operation, as 
described by Sigworth (Chapter 4, this volume). 

The same procedure should be used to effectively subtract the pipette and holder 
capacitance as in voltage-clamp recordings. If this is not done, voltage signals following 
current steps will be artificially slowed down. 

3.7. Noise 

The dominating source of background noise in a whole-cell recording is likely to 
be the membrane capacitance C in series with the access resistance Rs. The power 
spectrum S(j) of such a combination is given by 

For typical values of Rs and C (see above), this term is much higher than the noise of 
the membrane conductance over most of the frequency range of interest. This is documented 
in Fig. 6, which shows the noise power spectra of two bovine adrenal chromaffin cells. 
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Figure 6. Average noise-power 
spectra of different recording situa
tions. Power spectra of current 
records were taken from two adrenal 
chromaffin cells in the whole-cell 
configuration. Both cells were bathed 
in standard saline containing 15 f.LM 
TIX. Each had a membrane capaci
tance between 5.7 and 5.8 pF and a 
series resistance of about 5.2 MO. 
The latter value was calculated from 
the time constant of the capacitive 
current and from the cell membrane 
capacitance. In the recordings from 
cell I, the pipette was filled with a 
Cs+-containing internal solution, and 
the holding potential was zero. Dur
ing the recording of cell 2, the pipette 
was filled with a K+-containing inter
nal solution, and the cell was held at 
-70 mY. For comparison, the power 
spectrum of a resistor-capacitor net
work with the following values is 
shown: series resistance 5.2 MO, 
capacitance 5.85 pF, parallel resis

tance 8.5 GO. When the pipette was withdrawn from cell I, an outside-out patch formed. Its noise power 
spectrum is included in the figure. A background noise spectrum (including amplifier and pipette holder 
noise as well as noise from the tape recorder on which the data were temporarily stored) was subtracted 
from the whole-cell and outside-out spectra. This control was obtained from a recording with a pipette 
mounted onto the amplifier but not immersed in solution. The spectrum of the resistor-capacitor network 
was corrected for the noise of the open-input amplifier. All curves are averages of 300 individual spectra. 



Tight-Seal Whole-Cell Recording 39 

Both cells had a spectral density rising with the square of the frequency above 1 kHz 
and saturating between 5 and 10kHz according to the above equation. The power 
spectrum of a resistor-capacitor network with similar parameters is shown for comparison. 
Cell 1 was held at 0 m V and had appreciable noise attributable to ionic channels, which 
dominates the noise power below 1 kHz. Still, in the range 40 Hz to 1 kHz, the noise 
from the series combination RsC is ten times larger than the conductance noise (the 
logarithmic display distorts the relative contributions). Cell 2, which was held at -70 
m V under more "physiological" conditions, was very quiet. Noncharacterized single
channel inward currents (Fenwick et al .• 1982b, Fig. 21) at low frequency could be 
observed; their noise dominated the power spectrum at frequencies below 400 Hz. 

All spectral densities measured in the whole-cell configuration are one to two orders 
of magnitude higher than those measured with patches. For comparison, a spectrum from 
an outside-out patch is also shown Fig. 6. It was measured on a patch taken from cell 
1 after completion of the whole-cell measurements. 

The background noise of cell 2 corresponds to an rms value of 0.15 pA in the 
frequency range 0 to 400 Hz and to approximately 1.5 pArms for 0 to 4 kHz. Thus, 
single channels of relatively long duration (such as ACh-induced channels) can be well 
resolved in a whole-cell recording (see Fenwick et al.. 1982a), whereas short single
channel events (such as Na+ channels) are lost. Still, the dynamic range of such a 
measurement is remarkable. This is illustrated in Fig. 7, which shows Na+ currents in 
response to depolarizing voltage pulses in a chromaffin cell at 3.5-kHz bandwidth. The 
left column shows the response to various small depolarizations (from -70 mV holding) 
at a relatively sensitive current scale. Discrete fluctuations caused by individual Na+ 
channels can be seen in the uppermost record, but they are not clearly resolved. As the 
membrane is depolarized further, these fluctuations add up to sizable, highly fluctuating 
currents. In the right column, traces from larger depolarizations are shown, but at a ten
times-smaller current scale. On this scale, the background fluctuations are no longer 
visible (see segments before pulses); maximum inward currents rise to 1400 pA, which 
is approximately 600 times the rms noise of background. 

3.8. Equivalent Circuit for a Complex Cell 

Some cells cannot be described by the simple equivalent circuit of Fig. 2. Brain 
neurons, for example, have complicated dendritic arborizations that are not instantly 
charged if a square voltage pulse is applied to the soma. Cerebellar Purkinje cells are 
a good example. In these neurons, the capacitive current response to a hyperpolarizing 
voltage pulse is the sum of two exponentials. In such a case capacitive current cancellation 
of the fast component can be performed as illustrated in Fig. 8. Series resistance 
compensation leads to an acceleration of the time constant of decay of the slow component. 
The situation can be modeled with a two-compartment equivalent circuit (Fig. 8). The 
first compartment, with potential Vh is represented by the soma and proximal dendrites. 
The second compartment, with potential V2, corresponds to the main part of the dendritic 
tree. At the onset of the voltage pulse, VI follows a double exponential with time 
constants "1"1 and "1"2, whereas V2 follows a single exponential (after a short delay) with 
time constant "1"2. After series resistance compensation VI follows a step function. but V2 

remains an exponential function of time. However, the time constant of this exponential. 
"1"' 2, is shorter than "1"2. The acceleration of V2 can be followed by monitoring the canceled 
capacitive current trace. It can be shown that "1"'2 is also the time constant of filtering 
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Figure 7. Dynamic range of current measurement in the whole-ceJl clamp. Sodium currents from a chromaffin 
cell with membrane capacitance of 5.8 pF (R, = 5 Mil) were elicited by depolarizing pulses of various 
amplitudes (given in millivolts at the start of each trace); holding potential was -70 mY. Current amplitudes 
cover the range from the single-channel level (""2 pA) to 1400 pA; 3.5-kHz bandwidth; 21°C. The bath 
contained normal physiological saline; the pipette was fiJled with a K+ -containing internal solution. A 
hyperpolarizing response is shown in the left lower corner. It shows a biphasic residual capacitive artifact 
resulting from a slight imbalance of the T setting in the capacitive cancellation network. FoJlowing that, a 
slow capacitive component is seen, which carries approximately 10 feb, corresponding to 0.4 pF. A large 
part of this component probably arises from the pipette, because isolated patches or sealed pipettes show 
similar artifacts. The largest currents in this figure are subject to clamp errors of approximately 7 m V. 
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Figure 8. Capacitive currents in Purkinje cells. Upper panels: Two-compartment equivalent circuit modeling 
the passive properties of cerebellar Purkinje cells. Vo is the pipette potential, and RI the pipette resistance. 
The first compartment (soma and proximal dendrites) is at a potential VI' It has an infinite membrane 
resistance and a capacitance CI . The second compartment (distal dendrites) is at a potential V2• It has a 
resistance R3 and a capacitance C2• In the scheme on the right, the second compartment has been subdivided 
into n equivalent subcompartments representing individual branches of the dendritic tree. The two variants 
of the equivalent circuit are not distinguishable in somatic recordings. Lower panels: Capacitive current 
responses for the two-compartment equivalent circuit. The upper traces represent the potential Vo applied to 
the pipette; the next traces show the voltage transients in compartments I and 2; the lower trace shows the 
capacitive current. In the uncanceled, uncompensated situation, VI is the sum of two exponential functions 
of time, with time constants TI and T2. V2 rises after a short delay with the slower time constant T2' I is 
biphasic, with time constants TI and T2' In the recording that was used to make the calculations, TI and T2 

were 0.26 and 4.51 msec (Llano et ai., 1991, Fig. 2). From the time constants and amplitude ratio of the 
capacitive current the following values were calculated: RI = 8.9 M.o, R2 = 5.6 M.o, CI = 76 pF, C2 = 311 
pF. Capacitive current cancellation was performed by removing the fast component of the capacitive current, 
as shown in the middle traces, without any gain in the speed of voltage control. Series resistance compensation 
of resistance RI (right) led to a substantial acceleration of VI and V2• Note the overshoot of Vo. Calculations 
show the effect of 90% compensation. The slow time constant takes the new value T' 2 = 2.0 msec. 
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of dendritic signals originating in compartment 2 (Llano et ai., 1991). Thus 7'2 represents 
the limitation of effective voltage control introduced by dendriting filtering. 

Whereas Purkinje cells can be satisfactorily modeled with a two-compartment 
equivalent circuit, other neurons cannot. In hippocampal pyramidal cells, for instance, 
three exponentials are needed to model the capacitive current decay. In such complex cases 
a cable analysis may be more appropriate than a multicompartment model (Jackson, 1992). 

4. The Whole-Cell Recording Configuration from a Chemical Point 
of View 

4.1. Modeling Diffusion between Pipette and Cell Compartments 

Whole-cell recording establishes simultaneously an electrical and a chemical pathway 
to the cell interior. It is obviously desirable to determine to what extent, and at which 
speed, do pipette and cell contents equilibrate. Given the prevailing volume ratio (-10 
~l for the pipette and -1 pI for the cell), it is clear that eventually the pipette solution 
will dictate the concentration of all diffusible substances. However, the time of eqUilibration 
may vary greatly depending on the exact cell geometry and on the size of the diffusible 
substance. The only rigorous approach to this problem is to apply the equations of 
diffusion to the geometry of the pipette-cell assembly. This can be done by dividing 
this assembly in a number of compartments, as illustrated in Fig. 9A, and by solving 
the diffusion equations in each compartment (Oliva et ai., 1988). We consider below an 
alternative solution to the problem, which has the advantage of highlighting the parameters 
that determine the speed of diffusion. 

4.2. A Solution for a Two-Compartment Model 

To simplify calculations, one can assume two homogeneous compartments separated 
by a transition zone where concentration gradients occur. The first of these compartments 
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CD= bulk 
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Figure 9. Pipette-cell equilibration. A: A multicompartment model of the pipette-cell assembly. B: Simplified 
diffusion model with two compartments separated by a transition zone representing the pipette tip. 
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is the bulk of the pipette solution, where the original concentration Cp of a given substance 
stays constant simply because the pipette volume is so much larger than the cell volume. 
At the other end of the diffusion path, the concentration C2 of this substance in the cell 
may also be considered homogeneous. This is because concentration gradients can dissipate 
much faster in the cell (typical diameter ~ 10 IJ.m) than in the pipette tip (inner diameter 
~ 1 IJ.m). Compartments CD and @ are linked by a resistive region represented by the 
pipette tip (Fig. 9B). During the loading process of the cell C2 evolves from its original 
value Co to the final value c" To simplify the calculations, we further assume that 
diffusion is a steady-state process in the sense that accumulation of the diffusing substance 
in the pipette tip can be neglected. The following derivation can then be made, after 
Mathias et al. (1990). 

Let us consider the diffusion process in the pipette tip. According to Fick's law 
the flux of diffusing substance at position x is 

cI>(x) = - D dc(x)/dx (4) 

where D is the diffusion constant of the substance, and c(x) is the concentration at 
position x. By definition, the flux is the ratio of the amount transferred at position x, 
l(x), to the cross-section area of the pipette in x, A(x): 

cI>(x) = l(x)/A(x) (5) 

lex) is independent of x, because we assumed that the substance is transferred at the 
same time through all x positions of the pipette tip without accumulation anywhere but 
in compartment @. Thus, lex) = l. 

Finally, the resistance of the pipette tip is the sum of elementary resistances represented 
by slabs of fluid of area A(x) and length dx: 

(6) 

where p is the resistivity of the pipette solution. Combining equations 4 and 5 yields 

-D dc(x)/dx = l/A(x) 

By integration from x = Xl to x = X2, we obtain 

Combining with equation 6 yields 

D[C(Xl) - C(X2)] = (J/p)Rs 

Now C(Xl) C2. Therefore, 

lRs 
Cp - C2 = Dp (7) 
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Since J is the flux to compartment @, 

de2 
J(x) = J = v

dt 

where v is the cell volume. Combining with equation 7 yields 
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(8) 

The solution to this differential equation is an exponential function of time with a 
time constant 

T = Rsv/Dp (9) 

Equation 9 shows that the time constant of equilibration of a substance is proportional 
to the cell volume and to the pipette resistance and inversely proportional to the diffusion 
coefficient of this substance. Some of these predictions have been tested. In chromaffin 
cells, Pusch and Neher (1988) have shown that, inasmuch as Rs remained constant, the 
time course of equilibration of a variety of fluorescent compounds was exponential. For 
an Rs value of 10 MO, time constants of exchange varied from about 4 sec (for K+) 
to 1 min for substances of molecular weight around 1000. Furthermore, in conformity 
to equation 9, equilibration times were inversely proportional to the diffusion coefficient 
D and proportional to the pipette resistance Rs. From their data a value of 240 0 cm 
is calculated for the pipette resistivity by using equation 9. This is about fourfold higher 
than the resistivity of the pipette solution. The results suggest that the effective resistivity 
of the cytoplasm sucked into the pipette tip is about four times higher than that of the 
bath solution. This is in line with the above-mentioned result that the ratio RsfRin of the 
pipette access resistances measured in the bath and during WCR is at best of the order 
of 2 to 3. 

4.3. Extension to Multicompartment Cells 

The above analysis reveals an analogy between the speed of voltage changes and 
that of diffusion. In both cases the equilibrium is reached, for a round cell, as an 
exponential function of time. In both cases the time constant of the exponential is 
proportional to Rs (see equations 3 and 9). The analogy can be extended to more complex 
cases. Thus, the two-compartment model of Fig. 8 predicts not only a two-exponential 
capacitive current but also a two-exponential loading curve during pipette-cell equilibration. 
In the latter case, the time constants of loading are a function of the series resistances 
RI and R2, of the diffusion constant of the diffusing substance, and of the volumes VI 

and V2 of the two compartments. Approximate values for the time constant t, and t2 of 
equilibration may be obtained provided that equilibration proceeds faster in the first 
compartment than in the second (Rlvl ~ R2V2). 
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(The equation for t2 reduces to equation 9 in the case that RI = 0.) 
This is to be compared with the corresponding values of the decay time constants 

of the capacitive current under similar assumptions (RICI <S!i R2C2) (Llano et al., 1991, 
equations 1 and 2): 

For each compartment, the capacitance is thus replaced by the ratio vlDp. 

4.4. Pipette Filling Solutions for WCR 

A standard pipette solution for whole-cell recording contains a pH buffer (e.g., 10 
mM HEPES, adjusted to pH 7.4), a Ca buffer (e.g., 10 mM EGTA + 1 mM Ca, giving 
C~ = 10 nM), MgATP (-2 mM; in order to have ATPases active), free Mg2+ (-1 
mM, as a cofactor for many cytosolic processes). GTP (-0.1 mM) is included in cases 
where processes involving G proteins are studied. ATP and GTP are poorly stable. Pipette 
solutions should therefore be kept frozen when they contain either nucleotide. During 
experiments, thawed solutions should be kept on ice. For long-duration (>30 min) 
recordings, it is advisable to use an ATP-regenerative system in order to obviate ATP 
degradation in the recording pipette. Because cells normally contain millimolar concentra
tions of glutathione, a reducing agent, one probably should (but often one neglects to 
do so) include -5 mM glutathione as well. Inactivation of K+ (Ruppersberg et al., 1991) 
and Na+ channels (Strupp et al., 1992) depends on the redox potential of the internal 
solution and will be abnormal unless glutathione is duly supplemented. 

The standard intracellular anion is Cl-. In cases where it is desired to keep a 
negative equilibrium potential for Cl-, a large fraction of the internal Cl- is replaced 
by an impermeant ion. Glutamate, MOPS, and isethionate are often used for this purpose. 
F- is also used as an intracellular anion. It is often permeant through Cl- permeable 
channels. The advantage of F- over Cl- is that seal formation and recording stability 
are often better. However, F- ions make complexes with traces of AP+, leading to the 
formation of AIF4-, a potent activator of G proteins. F- ions also act as Ca2+ buffer, 
so that they may interfere with Ca-dependent processes. Thus, the use of F- is inappropriate 
for the study of signaling pathways involving G proteins or intracellular messengers. 

4.5. Perforated Patch Recording 

It often occurs that an important cell function disappears during whole-cell recording 
as a result of the loss of unknown diffusible factors into the recording pipette ("washout"). 
One solution to this problem is to establish the electrical connection between cell and 
pipette not by suction, but by incorporation of a channel-forming substance in the cell-
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attached mode ("perforated patch"). There is no washout if the critical diffusing molecule 
is unable to cross the exogenous channel (Fig. lOA). Nystatin, a polyene antibiotic with 
antifungal profile, is commonly used for this purpose (Hom and Marty, 1988; Korn et 
at., 1991). This choice was derived from the following properties of nystatin channels 
(Kleinberg and Finkelstein, 1984, and references herein). (1) They are 8 A in diameter. 
Molecules larger than this (mol. wt. ~ 3(0) do not pass through. (2) They are permeable 
to all small monovalent cations and anions (however the permeability is larger for cations 
than for anions; PN/PCl ~ 10). This makes it possible to control the internal K+, Na+, 
and CI- concentrations, which are equal to the pipette solution values after a few minutes 
of recording. Cs+ can be readily substituted for K+ if one wishes to block K+ currents. 
Ca2+ ions are not permeant. (3) They are not voltage dependent. This ensures a good 
behavior of the recording system when the command (pipette) potential is changed. 

Nystatin inhibits the formation of seals; it is therefore important to fill the pipette 
tip with a nystatin-free solution, while the rest of the pipette is filled with nystatin
containing solution (Fig. lOB). Filling the pipette tip with nystatin-free solution is achieved 
by dipping the pipette for ~ 2 sec into that solution. Then the shank of the pipette is 
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Figure 10. Perforated patch recording. A: Diagram illustrating the principle of the method. B: Pipette
filling procedure for perforated patch recording. C: Schematized current responses to voltage pulses during 
establishment of perforated-patch recording. 
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filled from the back with nystatin-containing solution. Bubbles can be removed in the 
usual way by gently tapping the pipette held upright. Practice has shown that this does 
not eliminate the nystatin-free region. Once the pipette is filled, it is secured in the 
pipette holder and approached to the cell in the usual manner. Two points have to be 
kept in mind at this stage, however. First, only very modest pressure should be applied 
to the pipette interior in order to avoid premature filling of the pipette tip with nystatin. 
Second, the approach should be fairly rapid for the same reason. Constant perfusion of 
the bath is helpful in avoiding accumulation of nystatin during the approach. Making 
the seal proceeds as usual by applying gentle suction to the pipette interior. As nystatin 
diffuses to the pipette tip, it gradually increases the pipette-cell conductance. This process 
can be conveniently monitored by observing current response to repetitive voltage steps 
(Fig. 1OC). One should record sequentially responses such as (1), @, and @. The whole 
process may take 2-10 min. In (1), there are no nystatin channels in the patch. In @ 

and @, there is an electrical communication between cell and pipette, so that the cell 
capacitor is loaded by the voltage jumps. The situation is the same as that described in 
Fig. 2, except that Rs should be replaced with the resistance Rp of the patch of membrane 
with its nystatin channels. (In fact, the resistance is Rs + Rp, because both resistances 
are in series. But Rp is usually 5 or 10 times larger than Rs, so that it is the predominant 
term.) Equation 3 can then be rewritten as T = RpC. Thus, as Rp decreases during the 
course of the incorporation of nystatin channels, T decreases (@--+@). At the same time 
lin increases, as predicted by equation 1. 

Nystatin is a poorly water-soluble substance that tends to aggregate. It also has a 
series of double bonds, which makes it very sensitive to light. In view of these properties, 
the following precautions are mandatory. First, sonication is required both to make the 
nystatin stock solution (usually 50 mg/ml in DMSO) and the final pipette solution (final 
nystatin concentration 100 fJ.g/ml). Second, the stock and pipette solutions have to be 
protected from light carefully. During recording, the microscope light should be turned 
off whenever it is not required. 

Other substances can be used instead of nystatin. Amphotericin B, another polyene 
antibiotic, is structurally close to nystatin and can be used in a similar manner (Rae et 
ai., 1991). ATP is able to permeabilize certain cells by opening channels. It was used 
inside of patch pipettes in the earliest version of perforated patch recording (Lindau and 
Fernandez, 1986). Some specific recipes and rules for handling nystatin and amphotericin 
solutions are given by Zhou and Neher (1993) and in Chapter V of the Axon Guide 
(Sherman-Gold, 1993). 

The ratio RsfRin of the series resistance during perforated-patch recording to the 
initial pipette resistance is usually 10--20, e.g., substantially larger than in standard WCR. 
This results in a comparatively slow voltage clamp. However, one advantage of perforated 
patch recordings is that the value of Rs is very stable, thus allowing a more reliable 
series resistance compensation than in standard WCR. 

4.6. Changes in Effective Membrane Voltage during WCR 

During WCR, potential changes occur at the pipette-cell junction and at the cell 
membrane. These changes arise from several mechanisms, which are reviewed in this 
section. They elicit "voltage shifts" in functionally important curves, such as activation 
or inactivation curves of voltage-dependent currents. 
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4.6.1. Liquid Junction Potentials 

Liquid junction potentials, i.e., potential differences between two solutions, occur at 
all boundaries between solutions of differing compositions. They result from the charge 
separation that occurs when anions and cations of different mobilities diffuse across 
boundaries. With physiological solutions the magnitude of such junction potential ranges 
from a few up to about 12 mY. 

In WCR particular attention has to be paid to the junction potential existing at the 
tip of the recording pipette because the pipette filling solution usually is not the same 
as the bath solution. Before seal formation the liquid junction at the tip typically is that 
of a K+-rich solution in the pipette against physiological saline in the bath. If KCl is 
the predominant salt in the pipette, then the liquid junction potential is only about 3 
m V, the pipette being negative with respect to the bath. If, however, a larger anion is 
selected, such as in a K+-glutamate-based pipette filling solution, the anion will lag 
behind in the diffusion such that the pipette will be negative by about 10 mY. This is 
relevant for subsequent WCR measurement because it is standard practice to null the 
pipette current in this situation by adjusting a variable offset, so that the amplifier reads 
both zero current and zero voltage at the beginning of the measurement while the pipette 
interior actually is at -10 mY. In the WCR configuration, however, the liquid junction 
and the concentration gradients at the pipette tip no longer exist, particularly after 
diffusional equilibration between the cell interior and the pipette (for details see below). 
Then, the pipette potential and the cell interior will still be at -10 m V when the 
amplifier reads zero voltage. Therefore, all voltage readings of the amplifier have to be 
corrected by this amount. This correction is commonly referred to as the "liquid junction 
potential correction." 

Liquid junction potentials can either be determined experimentally (Neher, 1992) or 
calculated from the generalized Henderson equation (Barry and Lynch, 1991). A computer 
program for calculating the corrections and illustrating their use is described by Barry 
(1993). The most difficult part is to convince oneself of the sign of the correction. 
Different strategies of handling the liquid junction potential correction and other offset 
problems are given in Chapter 6 (this volume). Provided that the bath solution is normal 
saline, the rule of thumb for WCR measurements is that the actual membrane potential 
is more negative than the amplifier reading if the dominant anion of the pipette filling 
solution is less mobile than the dominant cation, and vice versa for a less mobile cation. 

4.6.2. Donnan Equilibrium Junction Potential 

Junction potentials exist at any interfaces between different solutions and also at 
the interface between pipette solution and cytoplasm. However, the gradual exchange of 
ions between pipette and the cell interior may cause a gradual drift in this junction 
potential. Let us assume that the exchange of small ions (e.g., K+ and Cl-) is very fast 
compared to that of proteins and polyanions. After equilibration of the small ions, the 
pipette-cell system constitutes a Donnan equilibrium with an excess of immobile particles 
in the cell (the proteins and polyanions). We assume that these particles are negatively 
charged, so that the cell potential VI is more negative than the pipette potential Vo. As 
the particles diffuse out of the cells (a process that may last many minutes, see above), 
the difference between Vo and VI subsides. 
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The pipette concentration of the cation (say K+) at the onset of the protein exchange 
is given by the Boltzmann equation: 

[K]I = [K]o exp( - V/U) (10) 

with U = 25 m V and V = VI - Vo. Likewise, the initial concentration of the small 
anion (say Cn is 

[Cl]1 = [Cl]o exp(V/U) (11) 

In addition, electrical neutrality requires that 

[Cl]o = [K]o (12) 

and 

(13) 

where [P]I is the number of fixed charges (in Faradays) per liter. 
Equations 10 to 13 give 

(14) 

with u = exp(V/U). 
This last equation in u allows us to calculate V as a function of [P] I and [K]o. In 

the extreme case in which all negative charges of the cell are immobile, [P]I = [K]o, 
and one finds V = - 12 m V. In actual cases, however, [P] I is smaller than [K]o, and 
V is accordingly smaller. 

In summary, we expect the membrane potential to be more negative than the clamp 
potential at the beginning of the experiment. The difference V should be at most 12 
m V and should gradually decline with a time course of minutes. Liquid junction potentials 
of approximately this magnitude were found to occur at the tip of conventional glass 
microelectrodes when filled with isotonic saline (Hironaka and Morimoto, 1979). 

Figure 11 shows the results of an experiment designed to test these predictions. 
The pipette potential was held at -100 m V throughout the experiment. Sodium currents 
were measured at different times after the beginning of the WCR. Both peak-current 
and h" curves showed a negative shift after 30 min of WCR (Fig. lOB). In Fig. IOC, 
the shift of the activation curve (compared to the curve obtained 1 min after WCR) is 
plotted as a function of time. The shift reached 9 mV in 30 min. Similar results were 
obtained in other experiments. Signs of a negative voltage shift were also found in the 
analysis of Ca2+ currents (see Fenwick et al., 1982b, Fig. 17). In addition, we found in 
a previous study of Na+ currents that a negative shift of 10-15 mV occurs rather quickly 
(within 1 or 2 min) just after formation of an outside-out patch (Fenwick et ai., 1982b). 
This shift is probably of the same nature as that illustrated in Fig. 11. The fact that it 
occurs more quickly for an outside-out patch than in a WCR is consistent with the view 
that it is linked to a diffusion process. In a Donnan equilibrium, permeant ions are at 
eqUilibrium, i.e., have a homogeneous electrochemical potential. Therefore, the above 
voltage shift does not apply for the. reversal potentials of ion-selective pathways. Thus, 
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Figure 11. Slow potential shift in WCR. 
The pipette solution contained 140 roM KCI. 
The bath contained normal saline except that 
Ca2+ ions were replaced by Co2+ to eliminate 
Ca2+ currents. Positive pulses were given at 
0.5 Hz from a holding potential of - 100m V. 
The amplitudes of the resulting Na+ currents 
were measured at various times after the start 
of the WCR (taken as t = 0). Also h,. curves 
were obtained by measuring the current at 
-15 mV following an inactivating pulse 40 
msec long. A: Currents at -40, - 30, and 
-20 mV after I min of recording (left) and 
at -50, -40, and -30 mV after 30 min of 
recording (right). The two sets of records 
indicate a \0 mV negative voltage shift. B: 
Peak current (above) and h,. (below) curves 
obtained at I min (e) and 30 min (0). The 
curves indicate a negative shift of 9 m V and 
6 m V, respectively. C: Voltage shift of the 
activation curve as a function of time. The 
shift was measured at the 300-pA level with 
comparison to the curve obtained at t = I 
min. The curve may be approximated by an 
exponential having a time constant of about 
15 min. Cell capacitance C = 5.4 pF. Time 
constant of capacitive current or = 25 J.l.sec. 

in the case of Na+ channels, the activation and inactivation curves are shifted, but the 
reversal potential is maintained. 

It should be pointed out, however, that shifts along the voltage axis may occur 
from other effects. Thus, during the course of WCR, membrane proteins may undergo 
phosphorylation/dephosphorylation as a result of inevitable changes in cytosol composition. 
Such processes can change the apparent potential ''felt'' by these proteins according to 
the additional change of phosphate residues. Since these residues are negatively charged, 
the activation and inactivation curves of the phosphorylated channel are shifted toward 
positive potentials (Perozo and Bezanilla, 1990). In frog skeletal muscle, shifts in the 
activation curve of Na+ channels were found to depend on the nature of anions, following 
the lyotropic series (Dani et aI., 1983). 

5. Comparison of Whole-Cell Recording with Other 
Electrophysiologieal Methods to Record from Cells 

Initially it was thought that a major limitation of WCR was that the requirement 
to form a tight seal necessitated a perfectly clean cell membrane. Many physiological 
preparations, where the cell of interest is covered by other cells or by extracellular 
material, seemed out of range. Recently, however, procedures have been developed that 
largely overcome this limitation (see Chapter 8, this volume). In view of these developments 
the comparison of WCR with traditional microelectrode recordings has gained some 
new interest. 
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In bovine chromaffin cells, WCR measurements give an input resistance of 1-10 
ao and a resting potential of about -60 mY (Fenwick et al .• 1982a). This compares 
with values of up to 500 MO and about -60 mY with microelectrodes (Brandt et al.. 
1976). Thus, WCR gives a higher resting resistance than conventional recordings. A 
similar discrepancy is often found in other preparations. It is often argued that the larger 
conductance seen with microelectrodes is genuine, because an artifactual leak conductance 
should bring the apparent resting potential close to 0 mY, whereas recorded resting 
potentials are similar with the two methods. Therefore, the low conductance seen in 
WCR is attributed to the loss of a physiologically important conductance as a result of 
washout. But this hypothesis is unlikely in chromaffin cells because the low input 
conductance is observed immediately on establishment of WCR, i.e., before any substance 
could have left the cell. Furthermore, the input conductance is similar in standard WCR 
and in perforated patch recording. As an alternative to the washout hypothesis, it can 
be proposed that the discrepancy is in fact caused by a leakage conductance around the 
site of impalement in microelectrode recordings. Along the leakage pathway, Ca ions 
enter the cell, where they activate Ca-dependent K channels. The combination of the 
additional Ca-dependent K conductance and the depolarizing leakage conductance yields 
an input conductance much larger than in WCR although the measured resting potentials 
are similar. 

Recent WCR results in central neurons likewise yield input resistance values much 
larger than previous microelectrode measurements (e.g., hippocampal granule cells: Edwards 
et al.. 1989; Staley et al .• 1992; cerebellar Purkinje cells: Llano et al.. 1991). Such large 
values may have important functional implications. In a situation of low background 
synaptic activity, individual synaptic signals arising at distant dendritic locations will be 
effectively propagated to the soma by simple electrotonic spread. Such signals can 
therefore initiate a somatic action potential without requiring active propagation along 
the dendrite (Stuart and Sakmann, 1994). 
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Chapter 3 

Guide to Data Acquisition and Analysis 

STEFAN H. HEINEMANN 

1. Introduction 

This chapter should provide a first guide to the acquisition and analysis of patch-clamp data. 
Except for the sections on single-channel analysis, the procedures and considerations also 
hold for data obtained using other voltage-clamp methods. It is assumed that the reader is 
familiar with the standard methods and terminology of patch-clamp electrophysiology. 
Because many of the problems that arise during data analysis can be avoided by a proper 
design of the experiment, including data acquisition, we start by deriving some criteria that 
should be considered before actually starting to record data. 

Performing electrophysiological experiments and, in particular, analyzing them are tasks 
made easier using a high degree of automation, which can be provided by an increasing variety 
of computer hardware and software. This means that, except for very simple applications, one 
has to decide what kind of computer system, including peripherals and software packages, 
should be used for the experiments. Because of the rapid turnover of hardware and software 
products it is impossible to provide a complete overview of the available components. 
Therefore a continually updated list of products, specifications, and vendors is deposited on 
a public-domain data base. Access to this data base is described in Chapter 1 of this volume. 
More information on specific products and analysis methods can be found in French and 
Wonderlin (1992), Dempster (1993), and in brochures and reference manuals such as The 
Axon Guide (Axon Instruments) from various vendors of patch-clamp hardware and software. 
The major aim of this chapter is to derive criteria for the development or purchase of 
acquisition and analysis software. 

The next section illustrates what kinds of analysis tasks exist and how they can be 
accomplished with various software configurations. In particular, it is important to consider 
which features are essential for a successful experiment and whether these features should 
be supplied by dedicated acquisition and analysis programs or by general-purpose programs. 

After a brief introduction to what should be considered during the acquisition of current 
data (Section 2), an overview of analysis procedures applied to single-channel and macro
scopic current data is given. Only the basic principles, advantages, and disadvantages are 
discussed. For more detailed theoretical treatments and for numerical implementations the 
reader should refer to the cited literature and to the theoretical analysis chapters later in 
this volume. 

STEFAN H. HEINEMANN • Max Planck Society, Research Unit, "Molecular and Cellular Biophysics," 
D-07747, Jena, Germany. 
Single-Channel Recording, Second Edition, edited by Bert Sakmann and Erwin Neher. Plenum Press, New 
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Section 6 is a buyers' guide for computer hardware and software. The intimate connection 
between hardware and software, which poses considerable restrictions once decided on, is 
discussed. In particular, an introduction is given to the different approaches to solving software 
problems. These range from the purchase of ready-to-go programs for electrophysiology to 
the development of user software from scratch. 

1.1. Levels of Analysis 

The ultimate aim of the digital acquisition of electrophysiological data is to allow both 
quantitative and qualitative analysis of the biological system under consideration. Evaluating 
the change in shape of compound action potentials on alteration of experimental conditions 
is an example of qualitative analysis, whereas the determination of the eqUilibrium binding 
constant of a molecule to an ion channel based on the measurement of single-channel kinetics 
is highly quantitative. Although for the first example only data recording, timing, and display 
features are required, the second example demands more dedicated single-channel analysis 
functions. 

In Fig. 1 an outline of various levels of analysis is given. This starts with the conditioning 
and acquisition of the data and is followed by display and preanalysis. The major part 
comprises analysis dedicated to the very specific problems arising in electrophysiology at 
the level of raw data or on parameters that were derived at earlier stages of analysis. At all 
levels analysis may have become so generalized that the use of multipurpose graphics or 
spreadsheet programs is possible. Alternatively, very specialized analysis tasks may arise 

................... .........,... Raw ..... ....,... DerIYed .......... _ (q 

Main Amplifier control Single-Channel Analysis Histogram Analysis 
Control Parameter In/Out Event tables --i Amplitudes 

Unit Contr. of ext. devices Sublevel analysis ... Durations ... 
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Data acqWsition f+ Macroscopic Data Sweeps Families of Parameters 
DaF~~ Measure functions --i [V relationships 

Exponentials ~r:=~tions ... Leak c:orredion HOdgkin'" HwcIey ... 
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--I 

Spectra and Variance ... Stationary Lorentzian functions 
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Figure 1. Schematic diagram illustrating the first levels of analysis. The arrows indicate data flow: horizontal 
arrows show data transfer in a highly specified format, allowing fast access and optimal information transpar
ency as accomplished by sets of dedicated programs; vertical arrows represent the data flow in a less specified 
format (e.g., ASCII tables) to general-purpose programs, possibly at the expense of convenience, speed, 
and transparency. 
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whose solution cannot be implemented in standard software packages and that therefore also 
necessitate general-purpose programs or programming tools. 

Besides those features that are absolutely essential for doing a certain kind of experiment, 
one should not underestimate the importance of program features that make life easier and 
which help to avoid errors. In general, the experimenter should have an overview of parameters 
and control functions that are necessary for decision making during an experiment or during 
the course of analysis. This includes that the experimenter should get the "right" impression 
of the data already recorded; Le., one has to get a feel for the quality of the data. This can 
be achieved by proper display of the data traces and the structure of the recorded data file 
as well as by access to on-line analysis options that help one to decide whether to discard 
records right away or whether to continue with the experiment. Despite the usefulness of 
having information available at any time, it is very important to be able to "forget" about 
other parameters that are not currently so important but that may become so at a later stage. 
This is achieved by a proper configuration of the input parameters, which are stored in the 
background together with the data so that the experimenter does not need to worry about 
them during the experiment. Just consider the number of mistakes one can make if the gain 
setting of a patch-clamp amplifier has to be typed into the computer (or even noted on a 
piece of paper) after each change. Effort spent in automating such things and designing an 
appropriate user interface not only saves time but also reduces the error rate considerably 
and thus has a substantial impact on the success of the work. 

Many problems in electrophysiology occur frequently and require specialized analysis 
features involving considerable programming. In such cases, dedicated analysis software is 
recommended. This has the advantage that it can be optimally adapted to the structure of 
the raw data, is commercially available, and is usually faster than general-purpose programs. 
In Fig. 1 dedicated software is grouped according to levels of complexity, starting with the 
analysis of raw data (e.g., current versus time). At the next level, parameters derived during 
primary analysis or transformed data (e.g., event histograms, power spectra) are analyzed 
further. More levels can be added as necessary. In the following sections some applications 
of raw data analysis, including analysis of single-channel events, of macroscopic relaxation 
experiments, and of current fluctuations, are discussed. 

Another important consideration is the interface to analysis programs. One should try 
to use only a few programs that allow easy access to the data generated. This will not be a 
problem if there are dedicated analysis programs with a similar layout to the acquisition 
program and that support the same kind of data structure. The acquisition program would 
be responsible for the experiment control and the recording of pulsed or continuous data 
together with all parameters necessary to completely reconstruct the experimental configura
tion, including remarks made by the experimenter. One or several specialized analysis pro
grams (e.g., single-channel analysis, pulse data analysis, noise analysis) would then read 
such data directly, thereby also providing access to the accompanying parameters. Particularly 
after specialized analyses, data should be exported as spreadsheet files in ASCII format 
or other more condensed formats to mUltipurpose curve-fitting or graphics programs for 
particular applications. 

1.2. Analysis Starts before the Experiment 

Signal theory provides a great variety of algorithms and methods for processing electro
physiological data and, in particular, eliminating or to compensating for distortions of the 
signals. As detailed in later sections, several methods have been developed over the years 
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for the reconstruction of single-channel current events when the recorded signals are obscured 
by background noise or when too few data samples were recorded. However, these are always 
time-consuming and approximate methods. Similarly, a lot of effort is usually required-if 
it is possible at all-to reconstruct the exact experimental conditions at analysis time when 
one forgot to note the parameters, or if it is difficult to decipher the handwriting in a notebook. 
Yet another problem is the formating of data so that they can be recognized by several 
different analysis routines. Therefore, it is a good idea to plan an experiment or a group of 
experiments very carefully before starting to record data. 

Such general experimental design should consider the kind of parameters to be measured 
and the precision required. The projected task will set limits to the experiment and to the 
analysis procedures that may not be immediately obvious. Important questions to ask are: 
Do the data actually contain the information needed for the derivation of the desired parame
ters? Are there software tools available to extract the desired information, and in which form 
do these software tools accept the data? The last, but not least important question is how 
conveniently data acquisition and analysis can be performed. 

2. Data Acquisition and Preanalysis 

Data acquisition and preanalysis are usually part of complex software packages that 
consist of main control units for regulating the program flow and thereby the execution of 
an experiment. In early versions of such programs, pulse pattern generation, stimulation, and 
the recording of current traces were the major tasks, but many more complex functions, such 
as versatile displays, on-line analysis, and analysis at later stages, have been added as the 
applications became more demanding. 

2.1. Data Acquisition 

Electrophysiological signals are usually transformed to analogue voltages by an amplifier 
unit. These voltages have to be recorded for display purposes and for later analysis. Analogue 
signals can be recorded using, for example, an oscilloscope, a chart recorder, or a frequency
modulated magnetic tape. However, because the data should ultimately be imported into a 
computer for analysis purposes, sooner or later the analogue signals have to be converted 
to digital numbers. In this section this analogue-to-digital conversion, the filtering of data, 
and the storage and retrieval of electrophysiological data are discussed. 

The sampling of raw data and some signal processing, such as digital filtering and 
compression, constitute only a small part of acquisition programs. Issues that must be 
considered in this context are the maximal/minimal sampling speed, the maximum number 
of sample points that can be output and sampled at anyone time, and whether and at what 
rate continuous data recording is supported. 

2.1.1. Analogue-to-Digital Conversion 

Because the digitization of data for internal representation on a computer is an important 
issue, one should consider this step very early in the planning stage of an experiment. 
Digitization is achieved using an analogue-to-digital converter (AD converter), which is 
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connected to the computer bus. In some cases an AD converter is already built into the 
amplifier (EPC-9, HEKA Elektronik) or into a recording unit (pulse code modulator, PCM; 
or digital audio tape, DAT; see below). 

2.1.la. Dynamic Range. Usually AD converters accept analogue voltages in the range 
of ± 10 V, but, because the data will be manipulated using a digital system, AD converters 
are very often scaled for a maximum range of ± 10.24 V. Therefore, the signal output of the 
amplifier must not exceed these values. On the other hand, the signal should span as much 
of this voltage range as possible in order to increase voltage resolution. A measure for the 
efficient use of an electronic device (e.g., amplifier or AD converter) is the dynamic range, 
which is related to the ratio of the largest and the smallest signals that can be measured. 
Consider, for example, a patch-clamp amplifier that can register, at the highest gain (1000 
mV/pA) and at a given bandwidth, signals as small as 10 fA. Because of the output limit 
of 10 V, the maximum measurable signal will be 10 pA. This gives a dynamic range of 20 
. 10g(1O pAllO fA) dB = 60 dB (decibels). To increase the dynamic range, patch-clamp 
amplifiers have built-in gain functions. With a maximal signal of 200 pA (at the lower gain 
of 50 mV/pA), and the minimal signal as mentioned above, the amplifier with the reduced 
gain now has a dynamic range of 86 dB. For the measurement of even larger currents one 
would need to change the feedback resistor of the amplifier headstage, which in tum would 
reduce the resolution as a result of an increase in the current noise contributed by the 
feedback resistor. 

Given the dynamic range of the amplifier, we now have to consider the voltage resolution 
of the AD converter. Usually, the converter represents a voltage level in the range of ± 10.24 
V as a number composed of 8, 12, or 16 bits; 8-bit boards have now been largely replaced 
by 12-bit technology, leading to a resolution of 5 mV/bit. Modem converters offer 16 bits, 
but the two highest-resolution bits are usually obscured by instrumentation noise, such that 
they actually offer an effective 14-bit resolution (1.25 m V /bit). For some extreme applications, 
converters with even higher resolution can be used at the expense of sampling speed. An 
AD board with an effective 14-bit resolution provides a dynamic range of 84 dB [20 . log(214 
- 1)], which is well matched to the dynamic range of patch clamp amplifiers. 

Nevertheless, care has to be taken that the signal never saturates during data acquisition. 
One possible problem is the saturation of the amplifier. Although saturating low-frequency 
components are easily detected, saturation of very fast components is not so readily apparent. 
Some amplifiers, therefore, provide a clipping monitor and internal low-pass filters that can 
be set so as to avoid saturation. The aim then is to generate a signal at the output of the 
amplifier that lies within the range of ± 10.24 V and has the highest bandwidth possible without 
ever saturating the amplifier. This output is then filtered to accommodate the requirements of 
the AD conversion as specified below. 

2.l.lh. Aliasing. Because the AD converter has only a limited sampling rate, the signal 
must also have a limited bandwidth. The sampling theorem (Nyquist, 1928) states that the 
sampling rate should be faster than twice the highest-frequency component within the signal. 
An ideal sine wave of 1 kHz, therefore, can only be sampled safely if the sampling frequency 
is greater than 2 kHz. Violation of this principle will cause a distortion of the signal, which 
is commonly called aliasing, as illustrated in Fig. 2. In the frequency domain, this is equivalent 
to "folding" of higher-frequency components into the frequency range accessible by the 
sampling device. Put more simply, such a distortion is equivalent to the appearance of low
frequency beating when one combines two high-frequency tones that are not of exactly the 
same frequency. The problem of aliasing can be quite serious and has to be solved by correct 
low-pass filtering of the data, i.e., by the elimination of high-frequency components from 
the signals before AD conversion. 
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2.1.2. Filtering 
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Figure 2. A sine-wave signal of frequency f 
(thick curve) is sampled at a frequency fs. The 
sample points are indicated by circles, which 
are connected by straight lines. Although the 
sampling theory defines 2 as a minimum for 
the sampling factor, Is!f, it is clearly seen that 
a reliable reconstruction of the signal is only 
possible withlsifgreater than 4 if only a linear 
interpolation method is used. For small sam
pling factors not only is the signal recon
structed incorrectly, but inappropriate low
frequency signals also become apparent, an 
effect referred to as aliasing. 

Low-pass filtering of electrophysiological signals basically serves two purposes: the 
elimination of high-frequency components to avoid aliasing and the reduction of background 
noise in order to increase the signal-to-noise ratio. 

The characteristics of low-pass filters are specified by a comer frequency, a steepness, 
and a type. The comer or cutoff frequency is defined as the frequency at which the power 
of the signal falls off by a factor of 2; i.e., the amplitude decreases by 11./2. This corresponds 
to an attenuation of the amplitude by - 3 dB. This comer frequency may deviate from what 
is written on the front panel of a filter because some manufacturers use different definitions 
for the comer frequency. If there is uncertainty about the comer frequency of a certain filter, 
one should verify it with a sine-wave generator by feeding a sine wave of fixed amplitude 
into the filter and increasing the frequency until the amplitude of the filter output decays to 
1/./2 of the input signal. 

The steepness of a filter is given in dB/octave, i.e., the attenuation of the signal amplitude 
per twofold increase in frequency (steepness given in dB/decade reflects the attenuation per 
tenfold increase in frequency). The steepness of a filter function is also characterized by its 
order, or equivalently by the number of poles. A four-pole low-pass filter has a limiting 
slope of 24 dB/octave or 80 dB/decade. Commonly used filters have four poles; eight-pole 
filters are more expensive but also more efficient. In addition, higher-order filters are better 
approximated by Gaussian software filters, which makes the theoretical treatment during 
analysis easier (see Chapter 19, this volume). Given the characteristics of a low-pass filter, 
one can easily see that a certain fraction of the input signal spectrum that exceeds the comer 
frequency will still be output by the filter. Therefore one has to use a sampling rate greater 
than the Nyquist minimum (twice the comer frequency). The ratio of the sampling frequency 
and the comer frequency of a signal is called the oversampling factor. For most applications 
an oversampling factor of 5 is sufficient if an eight-pole filter is used. If the exact waveform 
of a signal is to be reconstructed during analysis without interpolation, an oversampling 
factor of 10 may be more appropriate (see Fig. 2). Figure 3 illustrates how the steepness of 
a filter at a given comer frequency affects the response to a step input pulse in the time 
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Figure 3. Analogue filtering of a square pulse of 5 msec duration. Data were sampled at a rate of 100 kHz 
after filtering at I kHz with the indicated characteristics. a: Bessel filter with a steepness of 12, 36, and 60 
dB/octave. b: Bessel, Butterworth, and Tschebycheff filters with a steepness of 48 dB/octave. Bessel filters 
introduce the least ringing and are therefore used for single-channel analysis (see Section 3). Butterworth 
and Tschebycheff filters are inappropriate for single-channel analysis. However, they produce a steeper 
attenuation of signals outside the pass band and are therefore used for noise analysis (see Section 4). 

domain. The steeper the rolloff of the filter function. the less of the high-frequency component 
will pass the filter; as a result, the onset after the start of the pulse is smoother, and the 
introduced filter delay is increased. 

The most common filter types used in the processing of biological data are Bessel (for 
time-domain analysis) and Butterworth (for frequency-domain analysis). Bessel filters are 
most important in the time domain because at a given steepness they cause minimal overshoot 
of the output signal if the input was a step function (see Fig. 3b). In addition, Bessel filters 
preserve the shape of signals by delaying all frequency components equally. This is particularly 
important for the analysis of single-channel current events (see Section 3). For noise analysis 
in the frequency domain. Butterworth filters and Tschebycheff filters are used. They provide 
a more efficient attenuation in the frequency domain above the comer frequency but cause 
considerable ringing in a step response (see Fig. 3b). 

So far only low-pass filters have been discussed. Similar considerations hold for high
pass filters that only attenuate low-frequency components, as required for the elimination of 
slow signals such as drifting baselines. They are used, for example, for noise analysis where 
only the fluctuating component of the signal is important and slow drifts in the mean current 
would cause signal saturation. These filters behave as AC coupling devices with an adjustable 
frequency response. In some cases a combination of both low- and high-pass filters is required. 
Such band-pass filters are used. for example. to set a frequency window in an amplifier in 
which the rms noise is measured. A filter that attenuates only a certain frequency band is 
called a band-reject filter. Very sharp band-reject filters centered around 50 or 60 Hz can be 
used to eliminate signal distortions caused by line pickup. 
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As shown above, digital filtering is used mostly for display and analysis purposes. 
However, if the computer and its peripherals are fast enough, one can always sample at the 
maximal rate using a fixed antialiasing filter before AD conversion and then use a digital 
filter for analysis at a specified bandwidth. To reduce the amount of data stored to disk, data 
compression can be performed after digital filtering if no important information is expected 
in the high-frequency range. 

2.1.3. Control of Experiment Flow 

An acquisition program should by today's standards not only record data but also provide 
a versatile toolbox that enables an experiment to be designed in advance. This is achieved 
in part by allowing the storage and retrieval of program configurations that meet specific 
requirements and by macro programming facilities, i.e., "recording and replay" of frequently 
repeated program events. Important features include parameter input from external devices 
as well as from the amplifier. In particular, the settings of the amplifier should be recorded 
as completely as possible so as to reconstruct the experiment at analysis time as precisely 
as possible. 

2.1.4. Pulse Pattern Generation 

The most essential part of a program for pulsed data recording is a pulse pattern 
generator, i.e., the program that sets up the pattern of the voltage-clamp command to be 
delivered to the amplifier. There should be the possibility of linking various pulses to form 
a family and linking individual families together to create complicated stimuli necessary, for 
example, to study the activation and inactivation behavior of voltage-dependent ion channels. 

In addition to pulse patterns for the amplifier command voltage, other external devices 
such as valves or flash lamps can be controlled by pulse generators. This is achieved either 
by setting digital trigger pulses at specific times during the main pulse pattern or by supporting 
more than one analogue output channel with separate but synchronized voltage patterns. 

2.1.5. Display of Traces and Relevant Information 

Because of the inherent instability and variability of biological preparations, an electro
physiological experiment is a highly interactive process; decisions often have to be made 
during the course of a measurement. It was mentioned above how important it is to have 
facilities that allow the configuration of stereotypic tasks. This is no contradiction to the 
required flexibility, since such simplifications give the experimenter time to concentrate on 
the measurement, to judge incoming data, and to decide what to do next. Therefore, the 
presentation of data during an experiment is an important issue. Fast graphics allow the 
display of current traces on the computer screen almost in real time, mimicking an oscillo
scope. Additional features make such display procedures superior to an oscilloscope, for 
example, display of traces with/without leak correction and with/without zero-line subtraction, 
display of leak currents and other traces that were recorded in parallel, the ability to store 
previously recorded traces, and comparison of incoming traces with a specified reference trace. 
Despite these advantages, however, a high-speed oscilloscope cannot be entirely replaced by 
a computer, for the traces as displayed on the screen give only a representation of the real 
data, depending on the coarseness of the AD conversion and the resolution of the computer 
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display. As a result, one may not always see very fast spikes because of capacitive transients 
and may therefore introduce errors through signal saturation. 

Besides having the current traces being displayed as realistically as possible, it is 
important to have access to the values of other experimental parameters, which are stored 
together with the raw data. Because the requirements for external parameters may vary 
considerably depending on the kind of experiment, it is best if only those parameters actually of 
interest are brought to the attention of the experimenter. The importance of data documentation 
cannot be underestimated. Acquisition and analysis programs should therefore provide text 
input for individual sweeps, families, groups of families, and the entire data file. Marks at 
individual data sweeps, e.g., indicating blank sweeps in nonstationary single-channel 
recordings, are very helpful and save a lot of time during later stages of analysis. 

Increasing computer performance and decreasing data storage costs encourage the ten
dency to store more data than actually required. Worst cases are the storage of obviously 
redundant data and "bad" data that do not contain any valuable information. Although one 
can always say that such data can be deleted at a later stage, it should be stressed that it 
becomes increasingly difficult to extract a fixed quantity of information from an increasingly 
large data set. In other words, it takes more time to find a needle in a haystack the larger 
the haystack is. For this reason, acquisition and analysis programs should provide access 
to data recorded during the experiment to facilitate selective data deletion, compression, 
and averaging. 

2.1.6. On-Line Analysis 

The above-mentioned display features already perform a kind of data analysis. More 
quantitative analysis can be supported by dedicated analysis routines that process incoming 
data traces according to specified procedures. Examples of such on-line functions are the 
determination of values such as minima and maxima, time to peak, mean, variance, etc. 
These parameters will be determined within a specified time window conveniently set with 
respect to a relevant segment of the data trace, as specified in the pulse generator. The 
analysis results can then be displayed as numerical lists or as plots. In the latter case, several 
abscissa options allow the versatile generation of on-line analysis plots. For example, in a 
steady-state inactivation curve, one would determine the peak current within the constant 
test-pulse segment; the results would then be plotted as a function of the voltage of the 
conditioning prepulse segment, which was previously specified as a relevant abscissa segment 
in the pulse generator. 

2.2. Data Storage and Retrieval 

Long traces of single-channel recordings take up a lot of disk space and are therefore 
often stored in an inexpensive medium before analysis is performed section by section using 
a computer. Analogue signals can be stored on analogue magnetic tapes in a frequency
modulated format. Nowadays, however, signals are more often digitized before storage by 
a PCM and then stored on video tape using a conventional video cassette recorder (VCR) 
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(Bezanilla, 1985) or on digital audio tapes using modified DAT tape drives (Fig. 4a,b). These 
media are inexpensive and capable of storing sampled data at rates of up to 100 kHz for 
more than an hour. Alternatively, one can read data into the computer and transfer them 
directly to an inexpensive storage medium using a DAT drive hooked up to the computer. 
Optical WORM (write once, ready many times) disks are still rather slow but offer, like 
other disks, random-access capability. In most cases storage on exchangeable disks, which 
can be accessed like a conventional hard disk, is more practical because of shorter access 
delays. Hard disk cartridges or magnetooptical disks have come down in price considerably, 
such that they are now a feasible alternative for mass storage of electrophysiological data. 
For high-speed requirements these media may still be too slow, and a large hard disk may 
be required as an intennediate buffer. 

The choice of long-tenn storage medium is mainly detennined by the amount of data 
that has to be stored. If one wants to store single-channel data filtered at 10kHz at a time 
resolution of 44 kHz (typical in PCMNCR systems), one could store data for the entire 
running time of a video tape (e.g., 90 min). If the data are stored as 16-bit numbers (2 bytes), 
the sampling process amounts to a data flow of 2 bytes . 44,OOO/sec = 88 kbytes/sec. This 

On-line 
interactive 

analog 

Figure 4. Possible configurations for the acquisition of patch-clamp data. In a and b the current monitor 
signal from the patch-clamp amplifier is passed through an anti aliasing filter appropriate to the sampling 
frequency of a tape-recording device (FM tape, digital audio tape, or video tape). a: For off-line analysis 
data are replayed from the tape, passed through a filter according to the sampling rate of the AOC board, 
and read into a computer. b: Alternatively, using OAT drives or PCMlVCR combinations, the digitized signals 
can be transferred to the computer directly in order to reduce errors from a second digitization as in a. c: 
Configuration for an interactive, semiautomated acquisition system. The computer controls the patch-clamp 
amplifier and other external devices via a OA interface. The analogue signals may be grouped into fast 
signals (e.g., command voltage) and slow signals (e.g., setting of amplifier gain, perfusion valves). Similarly, 
analogue signals are acquired on a fast (e.g., current traces) and a slow (e.g., amplifier gain, filter setting, 
temperature) time scale. Further automation is achieved with the EPC-9 patch-clamp amplifier (HEKA 
Elektronik, Lambrecht, Germany) in which all functions are directly controlled by digital connection to a 
computer. In c, long-term data storage capabilities are mandatory, whereas in a and b the tapes can also be 
used as long-term storage media. Only selected sections to be studied more thoroughly at a later stage would 
be stored to disk or to another computer memory. 
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means that a recording of 13.6 sec could be stored on a floppy disk (1.2 Mbyte). An 
exchangeable hard disk (80 Mbytes) would be full after 15 min, a magnetooptical disk (250 
Mbyte) after 47 min, and a DAT streamer tape (2 Gbyte) after 6 hr 18 min. 

Low-activity single-channel recordings can be compressed considerably if only events 
of interest are stored. For this purpose data are sampled, passed through an event catcher, 
and stored selectively. The same kind of software can be adapted to the recording of spontane
ous synaptic potentials or currents, for example. 

Short sections of data, and especially those recorded under varying conditions, such as 
during a voltage-step experiment, should be stored directly on the computer's hard disk (see 
Fig. 4c). This is the easiest way of solving the problem of exact timing. Several software 
packages are available, depending on the hardware, that provide the user with many tools 
for keeping track of the experiment and for data analysis. 

2.3. Interface to Other Programs 

The kernel of an acquisition program not only controls the flow of an experiment but 
also defines the data structure. Because the tasks and approaches considered during the 
development of acquisition software vary, most programs generate their own specific data 
structure. Analysis programs should therefore recognize a variety of structures for data 
import; however, this is rarely the case. Programs that convert one data structure into another 
are available from several companies, but the same problems arise if the information contained 
in the two data structures is not compatible. It is usually possible to convert important 
information such as raw data traces, timing, and gain, but the conversion of accompanying 
information and the exact reconstruction of the pulse pattern used to evoke the stored data 
are often complicated or simply impossible. Therefore, it is advantageous to use dedicated 
analysis software (see below) from the same source as the acquisition program. Sometimes, 
however, this will not be possible because some specific analysis features may not be 
supported or may prove to be insufficient. In such cases, and for interfacing to general
purpose programs (see below), acquisition programs must allow data output in a more general 
format, for example, as text tables (ASCII). 

3. Single-Channel Analysis 

Current recordings from membrane patches with only one or a few active ion channels 
are suitable for the analysis of opening and closing current events. A direct transformation 
of the current signals, as a function of time, into amplitude histograms on a sample-to-sample 
basis can be used to obtain an overview of the single-channel records. Evaluation of the 
peaks in the histograms enables the number of single-channel current levels or the existence 
of sublevels to be determined. 

The major task of single-channel analysis programs is to compile event lists. For that, 
single-channel current events have to be detected, quantified, and stored. Before the actual 
event analysis can be performed, the data have to be filtered so that they are suitable for 
this type of analysis. The output of an event-detection program is an event table that contains 
for each transition at least a level index, an amplitude, and a duration. 

At the next level of analysis, information has to be selectively extracted from these 
event tables. Typical applications are the compilation of amplitude and duration histograms 



64 Stefan H. Heinemann 

for certain event transitions or levels, respectively. Such histograms can be compiled and 
displayed in various ways and are used to fit model functions, such as Gaussian curves for 
amplitude histograms or mUltiexponential functions for lifetime histograms, to the data. 

Single-channel analysis packages are commercially available for various types of com
puter hardware. Several other programs of this kind have been developed in various labora
tories but are not commercially available. Great differences in the quality and capabilities 
of these programs make necessary a very careful evaluation of the program specifications 
or of a demo version before purchase. The following topics may help to define the requirements 
of the features provided by the programs. 

3.1. Data Preparation 

3.1.1. Digital Filtering and Data Display 

Programs should take in continuous as well as pulsed single-channel data. For display 
and event detection, data have to be presented on the computer screen after passing through 
a digital low-pass filter. Usually Gaussian filters are used for this purpose (see Fig. 5) because 
they resemble a Bessel characteristic of high order, which is mandatory for single-channel 
analysis (see Fig. 3). In addition, they can be described in a mathematically compact form 
(see Chapter 19, this volume) and therefore can be implemented in software that executes 
relatively fast. Nevertheless, digital filtering demands a lot of processor time, and fast 
computers are therefore preferred. 

Individual channel transitions have to be inspected at high time resolution, and this can 
result in a loss of overview when one is analyzing a long data record. Therefore, two or 
three simultaneous data representations at different time scales are very helpful. 

At the highest time resolution, data points may appear very sparse on the screen. For 
a smoother appearance and for a careful analysis of single-channel records, the individual 
data points have to be connected using some kind of interpolation. The easiest method is to 
connect the values by straight lines. A better approach is to use more complicated spline 
functions such as cubic polynomials (see Chapter 19, this volume). 
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Figure 5. Single-channel current 
events were recorded at a rate of2 kHz 
and then passed through a digital 
Gaussian filter with the indicated cor
ner frequencies. With an appropriate 
filter setting, the brief closures during 
the long channel openings can be 
reduced in amplitude such that they do 
not cross the 50% threshold (dotted 
line). 
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3.1.2. Leak Correction 

If single-channel events are elicited by voltage pulses, the related capacitive current 
transients and leak currents have to be compensated before actual single-channel analysis 
can be done. During the recording of nonstationary single-channel records with low activity, 
data sweeps without channel openings can be averaged and used as a background reference. 
The average of these "null" traces can then be directly subtracted from the individual data 
sweeps. If the noise ofthe averaged leak records is too large, it can be idealized by fitting 
theoretical functions to it. Usually polynomials or summed exponential functions are quite 
appropriate. 

3.2. Event Detection 

For single-channel analysis, an event is defined as a sudden change in current as the 
result of the opening or closing of an ion channel. Once detected, such an event has to be 
characterized and stored in an event table, which is then used for statistical analysis of channel 
currents (amplitudes) and channel kinetics (durations). An event has to be characterized by 
at least two parameters: (1) an amplitude and (2) a time (e.g., time when the amplitude 
reaches the 50% level). In order to facilitate analysis, one also notes a current level index, 
which specifies how many channels are open after (or before) the event happened (e.g., 0 
= all channels closed, 1 = one channel open). Besides these "regular" events one can 
introduce "special" events such as sublevels relative to a normal channel opening. This would 
mean that a program for event table analysis could extract all sublevel durations as well as 
all main level durations with and without sublevel contributions. Additional information 
might include the current variance and an indication of how the event was detected and how 
the amplitude was determined (e.g., amplitude determined manually or automatically, or 
amplitude taken from the previous event). In order to avoid the effects of drifting baselines, 
two amplitudes can be stored for each event in addition to the durations used to determine 
them. Particularly for nonstationary single-channel event tables, the event timing must be 
given with respect to the start of the corresponding stimulus or to a specified pulse segment. 

The main part of single-channel analysis programs consists of event-detection algorithms. 
Several strategies are followed in commercially available programs. Most of them rely on 
automatically or manually predefined baseline currents and single-channel current amplitudes; 
transitions are then determined as the crossing of certain critical current thresholds. Automated 
methods often make use of variance measurements in sliding windows in order to obtain 
objective criteria for threshold crossings. 

3.2.1. Filtering for Single-Channel Analysis 

For stationary and non stationary recordings the hardest task is choosing the right band
width for analysis. This is largely determined by the signal-to-noise ratio of the records; i.e., 
to what extent does background noise result in the detection of false events? On the other 
hand, too narrow a bandwidth may cause short channel events to be missed. Because the 
latter aspect can only be judged if one knows what the signals look like, it may be necessary 
to perform a preliminary single-channel analysis at an estimated bandwidth. The distribution 
of the measured events will then provide an estimate of how many events were missed, and 
an optimal bandwidth can then be chosen (see Chapter 19, this volume). 
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3.2.2. Threshold-Crossing Methods 

The most popular method for event detection uses a threshold that is halfway between 
the open and the closed current levels (see Fig. 5). These "50%-threshold" methods are 
easily implemented and do not require correction of event durations as long as the current 
reaches the full channel level, because the effect of filter delay on the time lag between the 
actual channel transition and the measured time at which the current signal crosses the 
threshold is the same for openings and closings. For events that do not fully reach the next 
level, a correction has to be applied (see Chapter 19, this volume). One can test the correction 
methods applied in single-channel analysis programs by creating artificial square-shaped 
single-channel events and filtering them with a filter rise time of approximately 75% of the 
event width. The events are then analyzed with a 50%-threshold criterion by setting the 
correct single-channel amplitude. An underestimation of the actual event width is an indication 
that the correction has not been properly implemented. 

In nonstationary recordings the timing of the events has to be correct with respect to 
the start time of the sweep in order to yield correct first-latency intervals. All detected events 
therefore have to be shifted to the left by the delay introduced by the system response, 
including that of the digital filter used for analysis. 

Threshold-crossing methods with higher than 50% levels can be used for very noisy 
data, although stronger filtering would be better. Levels of less than 50% can be necessary 
for the detection of events in very low-noise data acquired at the maximum attainable rate. 
Such a limitation may arise if a sampling device cannot take in data at a rate high enough 
for the actual time resolution of the current recording. Suppose, for example, that one wants 
to record single-channel events with an amplitUde of 20 pA on a PCMNCR combination 
with the maximum rate of 44 kHz, and the maximum comer frequency of the steep low
pass filter to be used is 10 kHz. At this bandwidth the rms background noise could be 500 
fA. Thus, a detection threshold could be safely set to eight times the standard deviation, i.e., 
4 pA, corresponding to a 20% threshold criterion. 

3.2.3. Time-Course Fit 

Threshold-crossing methods yield good results if the single-channel events are of homo
geneous amplitude. When, for example, brief flickers during a burst of activity represent 
full channel closures, threshold-crossing events can be safely converted into event durations. 
Ambiguities arise if one is not certain whether the events really are of "full" amplitude, i.e., 
if they are too short for satisfactory amplitude determination. In such cases an idealized 
square-shaped event for which the amplitude and duration are allowed to vary is fitted to 
the data in order to enhance the resolution and reliability of the analysis (Colquhoun and 
Sakmann, 1985; Colquhoun, 1987; Chapter 19, this volume). For the creation of an idealized 
channel event, the effect of filtering according to the system transfer function must be taken 
into account. The time course of a step response can therefore be approximated by Gaussian
filtered square events; alternatively, measured step responses can be used. Note that this 
method is usually more time-consuming than simple threshold-crossing methods. 

3.2.4. Automatic Data Idealization 

Single-channel event detection can be automated in several ways. A kind of semiauto
mated method is to measure several single-channel events manually, to get an idea of the 
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single-channel amplitude, and then to use this estimate to define a threshold-crossing criterion 
for an automatic search routine. Starting from a baseline segment, this would identify the 
first transition, measure the amplitude after the transition if the open duration is long enough, 
reset the amplitude of the open channel to the measured value, and continue to search for 
the next event (closing of the present channel or opening of another one). Sublevel events 
and fast flickers can cause serious problems with such algorithms. Therefore, one may use 
automatic methods of this kind only if (1) the data are ideally suited or (2) the experimenter 
observes the automatic process and interrupts it if the algorithms start to catch false events. 
In either case, it is very helpful if already stored data idealizations (Le., contents of the event 
lists) can be superimposed on the measured data at any time. In this way the experimenter 
can reconfirm that the automatic algorithms yield sound results. 

Several other algorithms have been developed that use the mean current and the variance 
in sliding windows for the detection of channel transitions. Such edge detectors can be 
iteratively applied to the raw data so as to optimize event detection (e.g., Sachs et aI., 1982; 
Kirlin and Moghaddamjoo, 1986; Moghaddamjoo et aI., 1988; Pastushenko and Schindler, 
1993). 

3.2.5. Maximum-Likelihood Methods 

Very rigorous methods can be applied that directly maximize the likelihood of a kinetic 
model to describe a certain data set under consideration. Such methods use hidden-Markov 
algorithms and are computationally very expensive (Chung et aI., 1990, 1991; Fredkin and 
Rice, 1992; Auerbach, 1993). Since neither event detection nor compilation of dwell-time 
histograms is required, they promise great savings in analysis time spent by the experimenter. 

3.2.6. Drifting Baseline Problems 

Most of the methods mentioned above work well within the limits of their time resolution 
if the baseline current does not change. In many applications, however, a change in seal 
resistance during a long recording period cannot be avoided. The user therefore has to ensure 
that during single-channel analysis the actual channel-closed period is taken as the baseline. 
This is straightforward if the channel activity is not too high and if there are enough long
lived closed periods. Then the current levels of periods between channel openings can be 
used frequently to determine the new baseline (e.g., as the mean or the median of a specified 
number of data points). Baselines between two baseline determinations then have to be 
interpolated. There are also more involved methods for automatic baseline tracking (e.g., 
Sachs et aI., 1982), but the user should always verify that the algorithms did not mistake a 
long-lived open channel state or a substate for a new baseline. 

3.3. Analysis of Histograms 

After the compilation of event tables, specific information such as single-channel ampli
tudes and open and shut periods have to be extracted for further analysis. For display purposes, 
and also for comparison with theoretical predictions, the collected event information is 
displayed in the form of histograms. The abscissa of a histogram is divided into intervals 
(bins) of event amplitude or event duration for amplitude or lifetime histograms, respectively. 
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The number of events within a certain observation period that fall within the individual bins 
are counted and displayed as bars. 

3.3.1. Display of Histograms and Binning Errors 

There are several methods for displaying dwell-time histograms. A straightforward way 
is to use linear scaling for durations and the number of entries per bin. Since dwell-time 
distributions are usually sums of exponential functions, kinetic components are more easily 
appreciated if an exponential time base is used (McManus et aI., 1987). A very useful 
presentation of dwell-time histograms displays the square root of events in bins of exponen
tially increasing width (Sigworth and Sine, 1987; Jackson, 1992). In the case of a single
exponential distribution the probability density function (pdt) then peaks at the time constant, 
and all bins have the same theoretical scatter throughout the entire time range. 

Several errors can be introduced when a histogram is constructed. Some of them are 
related to the discreteness of the sampled signals. If the bin boundaries are not multiples of 
the smallest resolvable unit (current or time, respectively), some bins may have a higher 
chance of being populated than others. In amplitude histograms this problem is largely 
eliminated if single-channel currents, based on the average of many sample points, are stored 
as real numbers. For dwell-time histograms this error can be serious if the exact timing of 
the channel-open or -shut times is based on individual samples. The problem becomes 
minimal if an interpolation method (e.g., a cubic spline) for the exact determination of the 
threshold crossing is used. 

Noise in a signal that is to be displayed as histograms also causes a distortion of the 
results, particularly if the event distribution is highly nonlinear. Such an effect can be 
accounted for but is usually of minor importance (Chapter 19, this volume). 

Another kind of binning error arises for large bin widths when one uses the center of 
the bins to compare heights directly with theoretical probability density functions (McManus 
et aI., 1987). This problem can be avoided by following a more rigorous approach using 
probability distribution functions (e.g., Sigworth and Sine, 1987). 

3.3.2. Fit of Theoretical Functions to Histograms 

There are various methods for fitting theoretical functions to histograms. They range 
from very simple least-squares fits to the histogram bins to the use of maximum-likelihood 
methods (Chapter 19, this volume; Magleby, 1992) on bins as well as on the events themselves. 
In the latter case, binning errors are completely eliminated. For the optimization itself various 
algorithms, such as simplex, steepest descent, or Levenberg-Marquardt methods, are used. 
For discussion of these methods and the estimation of error bounds, see e.g., Dempster 
(1993). An important issue for the fitting of binned distributions is the weighting of the data 
points. Considerable improvements over fits of linear dwell-time histograms are yielded by 
fitting histograms with logarithmically scaled bin widths (e.g., McManus et aI., 1987; Sig
worth and Sine, 1987). 

3.3.3. Compilation of Amplitude Histograms 

The compilation of event amplitude histograms by specification of event level range 
and bin width is implemented in most single-channel analysis packages. An important require-
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ment for analysis programs, however, is that they allow the selection of single-channel 
transitions under certain conditions in order to enhance the accuracy of analysis and to restrict 
analysis to subsets of the data. Here are several criteria that might be considered for the 
extraction of entries from event tables: 

• Event level. Events from the baseline to the first open level can be measured most 
precisely because the noise level increases as more channels are open. Thus, for the 
compilation of an amplitude histogram, one may want to discard transitions between 
higher levels than the first one if there are enough events of this kind available. 

• Event duration. Only if the duration of the closed and open time before/after the 
transition is long enough can a precise amplitude measurement be achieved. The 
precision of an amplitude histogram is therefore increased if channel events shorter 
than a certain duration are discarded. 

• Detection method. In some programs both automatic event detection and amplitude 
measurement are supported. One might select for an amplitude histogram only those 
events that were manually measured or at least visually validated by the experimenter. 
In such cases one does not rely on events that were measured by an automatic 
algorithm in a possibly inappropriate way. 

• Time range. In stationary single-channel analysis, one might want to compare events 
from early and late parts of the recordings in order to check for drift phenomena or 
effects such as the shifting of gating mode (e.g., Zhou et al., 1991). In nonstationary 
recordings, separation of events from early and late phases of individual pulses might 
help to separate kinetically distinct channel components. 

• Sublevels. If sublevels were marked as "special events" (see Section 3.2), there must 
be a separate way of selecting them. In order to address the question of when a 
sublevel occurs preferentially, it is helpful if one can extract them conditionally by 
specification of the previous/next event before/after the sublevel. 

3.3.4. Gaussian Distributions 

Usually one or more Gaussian distributions, each characterized by a mean value, 10, a 
variance, 0'2, and an amplitude, a, are fitted to the histograms manually or by least-squares 
or maximum-likelihood methods. 

n(l) = i _ai_ exp(-(li -2 /0Y ) 
. '2; 0" 20'i ,=1 v 4t7r , 

(1) 

Deviations from Gaussian functions are discussed in Chapter 19 (this volume). Similarly to 
dwell time histograms, maximum-likelihood methods can be employed to fit functions to 
individual events rather than to the histogram bins. 

3.3.5. Compilation and Display of Dwell-Time Histograms 

As for amplitude distributions, analysis programs should provide versatile tools for the 
extraction of dwell times from event tables. Here are several criteria that might be considered 
for the selection of events: 

• Event level. Open and closed times can be extracted from event tables. This is trivial 
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if only one channel is active during the recording period. If multiple openings occur, 
however, errors are introduced for open times if they are skipped or if the superposition 
of two channel openings is counted as one. 

• Event amplitude. If two clearly distinct single-channel amplitudes were measured, 
then the kinetics of one of the components can be characterized separately if amplitude 
ranges are set for the extraction of events from the event table. 

• Event duration. For duration histograms the influence of false events resulting from 
background noise can be reduced if a minimum event duration is set. 

• Burst events. If an ion channel has two closed states with clearly different dwell 
times, openings can appear as bursts. Approximate histograms of burst lengths and 
gaps between bursts can then be compiled by setting a minimum dwell time for a 
channel closure to be accepted. Given such a minimum gap time, event tables have 
to be recalculated because the remaining closed and open durations will change. After 
the definition of bursts, gaps and open times within bursts can then be extracted from 
event tables. For objective criteria of how to set such minimum gap times see Chapter 
19 (this volume). 

• Time range. During long recordings single-channel activity may change (e.g., Hess 
et al., 1984). For an overview of stationarity, programs should provide features to 
display open probability, as determined in a sliding window, as function of time. 
Similarly, event histograms can be compiled from selected time periods to determine 
small changes in channel kinetics during the course of an experiment. 

• First latencies. Nonstationary data require the analysis of first latencies, i.e., the time 
from a given stimulus until the first channel opening. This is an important parameter 
for the investigation of inactivating channels when one wants to obtain information 
on the activation process that is not obscured by the inactivation mechanism (e.g., 
Sigworth and Zhou, 1992). 

More involved statistical analyses, such as the correlation of adjacent intervals (e.g., 
Blatz and Magleby, 1989), are usually not implemented in standard single-channel analysis 
programs. In such cases the event tables usually have to be reanalyzed with user-designed soft
ware. 

3.3.6. Probability Density Functions 

The simplest way to determine time constants from dwell-time histograms is to fit a sum 
of exponential functions, each characterized by a time constant, T, and a relative amplitude, a 
(equation 2). 

n () 
a· -t 

pdf(t) = " -.!. exp - , 
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(2) 
i=1 

Independently of the binning, maximum-likelihood methods can be employed to fit pdfs 
directly to the events rather than to the histograms (see Chapter 19, this volume). 

3.3.7. Missed Event Correction 

Because of limited time resolution there are always events missed during the detection 
procedure. In closed-time histograms the limited bandwidth can, as a first approximation, 
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be compensated for by neglecting the first bins in which the nonresolved events are missing, 
provided that there are no very fast opening events. If the time constants under consideration 
are clearly longer than the sampling period, this method yields acceptable results. 

Open times, however, are always badly affected by the limited time resolution, because 
a missed closing event will result in an overestimated open time. Several theoretical methods 
have been developed to overcome this problem (see Chapter 19, this volume; Roux and 
Sauve, 1985; Blatz and Magleby, 1986; Crouzy and Sigworth, 1990; Hawkes et ai., 1991). 

Once a kinetic scheme has been decided on, a rigorous method can be applied, such as 
that of Magleby and Weiss (1990). This method uses simulated single-channel data that have 
been masked with background noise, filtered, and analyzed exactly as the experimental data. 
The resulting simulated histograms, based on simulated data, are then compared with the 
measured histograms. The same time-consuming process is repeated with altered kinetic 
parameters of the model until a satisfactory match between measured and modeled histograms 
is achieved. 

3.4. Open-Channel Analysis 

So far we have just been concerned with single-channel events that have been identified 
with a detection method and then characterized by an amplitude and a duration. More 
information can be extracted from single-channel records when single open-channel currents 
are recorded at varying potentials or by analyzing the current noise in individual open channels. 

3.4.1. Conditional Averaging 

If the ion channel open times last several milliseconds, single-channel current-voltage 
relationships can be acquired by the application of voltage ramps. However, channels may 
not stay open for the duration of an entire ramp. Therefore, single-channel programs should 
provide editing features that allow the extraction of data sections from traces for averaging. 
Such conditional averaging is illustrated in Fig. 6, which shows four single-channel responses 
to identical voltage ramps. Open-channel sections can be selected with a cursor or mouse
operated routine and are stored in an accumulation buffer. The number of entries per sample 
point is also stored and then used for the proper scaling of the averaged single-channel 
current-voltage relationship. Note that after this procedure the errors in the individual data 
points are no longer the same because of the heterogeneous averaging. Besides the open
channel sections, baseline entries can be stored and used for leak correction. 

3.4.2. Open-Channel Histograms 

Single-channel recordings can also be analyzed on a sample-to-sample basis by the 
compilation of current histograms as illustrated in Fig. 7. The peaks in such histograms 
indicate the main current levels, and the widths of the peaks are a measure of the current 
noise in the corresponding level. Deviations from the symmetry of the peaks is indicative 
of nonresolved events that cause a skew in the distribution (see Fig. 7b). The relative lifetime 
of a current level is obtained from the relative area. 

Note that these methods, which use raw data traces, generally require a very stable 
baseline and the proper selection of data sections. Even small shifts in the baseline current 



72 

II 1111 II I II 
1111 II I II 

,... "',... 

5pA 

I 
100 

r~ 

I 
50 

.. 

I 
o 

Potential (mV) 

I 
-50 

I 
-100 

Stefan H. Heinemann 

trace 1 

trace 2 

trace 3 

trace 4 

counts 

average 

Figure 6. Conditional averaging of single-channel currents evoked by a voltage ramp from + 100 to -100 
mY of 200 msec duration. Open-channel sections without flickers were selected (vertical dashed lines) and 
accumulated. The accumulated data were then divided by the number of entries per sample point and displayed 
as "average," yielding a single-channel current-voltage relationship with some gaps where no open channels 
could be recorded. 

can cause considerable broadening of the open-channel current histograms, which results in 
an overestimation of the noise. 

More information about channel behavior can sometimes be extracted by selecting and 
analyzing current traces that represent only one channel state (e.g., open or closed). The 
fluctuating current that is measured during an open-channel period is composed of both 
statistical background noise and the noise arising from the flow of ions through the channel. 
Both of them can be described as a first approximation by Gaussian functions (equation 1). 
Additional processes that generate current noise will add to this Gaussian noise and can 
cause deviations of the histograms from the typical bell shape. 

Long-lasting sublevel events, for example, can be detected directly as separate peaks 
in the open-channel histograms between the peaks of the main level and the baseline. 

If closing events are too brief to be resolved directly they will not show up as separate 
peaks in open-channel histograms but will skew the histograms in the closing direction (see 
Fig. 7b). Assuming flicker events to cause complete channel closures, several theoretical 
approaches can be applied to extract information about the flicker kinetics from the skewed 
histograms. For heavily filtered signals, Yellen devised a method that uses the fit of 13-
functions to histograms to yield time constants for flicker dwell time distributions (Yellen, 
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Figure 7. Analysis of single-channel recordings on a sample-to-sample basis. a: Outward currents low-pass 
filtered at I kHz and recorded at a rate of 4 kHz. b: Linear current histogram with a bin width of 0.1 pA. 
the dotted line represents a fit of the sum of two Gaussian functions (equation I) to the baseline peak (center, 
Ic,,: 0.01 pA, height, a,: 858 samples, standard deviation, (T,: 0.147 pAl and the open-channel peak (I",,: 5.09 
pA, a o: 125 samples, <To: 0.389 pA). Because the recording is based on the activity of only one channel, the 
ratio of the areas under the two curves yields an open probability of [I + (ae <TJao <To)r l = 0.28. Although 
the baseline peak is reasonably well described by a Gaussian function, the open-channel peak is clearly 
skewed toward zero because of brief closing events. A better estimate of the peak current is obtained by 
fitting a Gaussian function only to the data above 5 pA, as illustrated by the solid curve in the inset (l0e: 

5.23 pA. ao: 145 samples, <To: 0.226 pAl. The current value of the peak of this histogram is indicated as a 
dashed line in part a. c: The same histogram as in b, but with logarithmic scaling of the ordinate. 

1984). The kinetics of very fast and rare closing events far beyond the actual time resolution 
of the recording system can be estimated from the higher moments of the open-channel 
histograms (Heinemann and Sigworth, 1991). 

3.4.3. Mean-Variance Methods 

Particularly useful for the identification of sublevel events are the methods proposed 
by Patlak (1988, 1993) in which mean current and variance are calculated in a sliding window. 
Three-dimensional histograms of the number of entries as a function of variance and mean 
current allow the separation of distinct current levels as peaks whose volume and shape 
contain information about the kinetics of the events. 
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3.4.4. Open-Channel Noise 

As we have seen in the previous examples, the current noise in an open channel can 
be much greater than the baseline noise. By analysis of the power spectra of open- and 
closed-channel currents, more insight can be gained into the properties of the excess current 
fluctuations. For nicotinic acetylcholine receptor channels, Sigworth (1985) showed that 
Lorentzian components in the power spectra (see equation 7) of open-channel current events 
(corrected for baseline spectra) were indicative of current fluctuations that are too small to 
be detected directly in the time domain. They could arise from slow conformational fluctua
tions that do not close the channel completely but rather modulate the single-channel ampli
tude. If the kinetic events responsible for the generation of excess noise are far faster than 
the time resolution of the measurement, the spectral density at low frequencies still provides 
information about the underlying processes. These approaches have been used for the charac
terization of fast, nonresolved, channel-blocking events (Heinemann and Sigworth, 1988, 
1989) and even for the analysis of the shot noise generated by the statistical motion of ions 
as they flow through a channel (Heinemann and Sigworth, 1990). 

4. Analysis of Macroscopic Currents 

In this section we discuss the analysis of macroscopic currents as obtained from whole
cell recordings or from patch recordings using large pipettes. In most cases ionic currents 
do not occur'spontaneously but must be evoked by stimuli such as a change in the membrane 
potential or the fast application of agonist. Because voltage-clamp experiments are most 
common, they are discussed in more detail. The problems of pulse pattern generation, 
parameter control, leak correction, and, finally, various methods of extracting information 
about single-channel properties from macroscopic data are addressed. 

4.1. Parameter Control in Relaxation Experiments 

A relaxation experiment is a type of measurement in which an experimental parameter 
is changed suddenly in order to perturb the equilibrium of the system under consideration. 
After the perturbation a new eqUilibrium will be reached with a time course dependent on 
the new experimental parameters (e.g., new potential after a voltage step). In order to 
characterize the kinetics of voltage-dependent ion channels, for example, the membrane 
potential is changed according to a pulse pattern comprised of a number of segments of 
variable duration and potential. 

4.1.1. Voltage-Clamp Performance 

For later analysis of the recorded currents, it is very important to consider how much 
the potential at the membrane deviates from the desired potential as specified in the pulse 
protocol. Typical reasons for such deviations are: 

• Limitations in the voltage-clamp amplifier (e.g., from filtering of the stimulus at the 
input of the patch clamp amplifier) 



Data Acquisition and Analysis 7S 

• Poor space clamp (i.e., not all membrane areas can be held at the same potential 
because of unfavorable membrane topology) 

• Insufficiently compensated series resistance (i.e., voltage drop across the series resis
tance caused by large currents could not be completely corrected by analogue 
methods.) 

All of these problems can be rather serious when one wants to derive quantitative 
information on channel kinetics from the current recordings. In patch-clamp recordings the 
errors introduced can usually be easily estimated by considering the filtering of the stimulus 
and the series resistance compensation (if necessary at all). For recordings with fine-tip 
electrodes (two-electrode voltage clamp), deviations from the theoretical potential can be 
significant, but they can be measured by recording of the actual membrane potential in 
parallel to the membrane current. The estimated real potential profiles (patch clamp) or the 
measured potential profiles (two-electrode voltage clamp) can then be used as a reference 
when model functions are to be fitted to the recorded currents (see below). 

4.1.2. Filter Delays and Rise Times 

Although the actual potential profile only deviates from the theoretical one in situations 
with insufficient voltage clamp control, the recorded current is generally masked by distortions 
from low-pass filters. The delay and the rise time of a step response are usually taken as 
indicative of the filter characteristics. For an eight-pole Bessel filter with a cutoff frequency 
!C, the (0-10%) delay and the (10-90%) rise time are each approximately O.341!c (see Fig. 3 
and Chapter 19, this volume). If the filter characteristics are not known exactly, e.g., if the 
signal is filtered several times between the pipette and the actual display on the computer, 
it might be better to use an experimentally det;ermined step response as a reference. 

If the kinetic time constants of interest are far slower than the delays and rise times 
introduced by filtering, then the effects of filtering can be neglected. In several cases measured 
time constants or start times can be corrected simply by using the filter delay. If, for example, 
the sigmoidal onset of current after a voltage pulse is characterized by a delay and an 
exponential function to the power of n, the filter delay can be subtracted from the measured 
delay as a first approximation. For more precise analysis, theoretical functions have to be 
passed through an equivalent filter before they are fitted to the recorded data. 

4.2. Signal Averaging and Leak Correction 

4.2.1. Signal Averaging 

If evoked data are recorded repeatedly under identical conditions, the current traces can 
be averaged in order to increase the signal-to-noise ratio, yielding smoother data traces. The 
statistical noise can be reduced by a factor of Ii if the number of averaged traces is doubled. 
Different programs use different approaches for averaging, depending on the degree of 
automation. These include on-line methods that acquire and average the data sweeps and 
only store the average, on-line methods that show the average but store all of the individual 
sweeps, and off-line methods that store only the individual sweeps and teave the averaging 
to analysis programs at a later stage. The second method is most useful, for it gives an 
immediate result while allowing individual records that are impeded by extraneous noise 



76 Stefan H. Heinemann 

(e.g., from a current spike caused by an electrical surge) to be discarded during off-line 
analysis. These off-line analysis programs should facilitate data deletion and compression. 

4.2.2. Leak Correction 

A change in the membrane potential is accompanied by capacitive currents, which 
should be canceled before data analysis. This can conveniently be done when analyzing 
voltage-dependent conductances. 

Most programs for pulsed data acquisition, therefore, support features that allow the 
generation of so-called PIn leak correction protocols. In a voltage range where voltage
dependent channels are not active, a scaled-down version of the pulse protocol is applied n 
times, and the resulting current is averaged, scaled, and subtracted from that elicited by the 
main test pulse. This method gives good results only if the signals that have to be compensated 
for depend linearly on voltage. In standard applications a scaling factor of r = 0.25 is used, 
and four leak responses are added to yield the scaled PI4 correction record (Armstrong and 
Bezanilla, 1974; see Fig. Sa). Because of the subtraction of a leak correction signal from 
the main signal, the noise is increased by a factor of R = Jt + lInr, with r being the ratio 
of leak and test pulse amplitude. For r = 0.25 and n = 4, the noise increases by ,fi. Leak 
responses should be stored together with the raw data; this ensures that one can subsequently 
analyze the data with and without leak correction. 

Because the leak pulses can be applied from a potential other than the "normal" holding 
potential, a step from the holding potential to a "leak holding potential" can also create 
capacitive currents. These are eliminated if one performs signal averaging in which the leak 

a n= 4,' = +114 b n=4., = -1/4 
0 leak holding = -120 mV leak holding = -120 mV s;- leak delay positive leak delay positive 

E -40 -a; 
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-SO leak holding = -120 mV a "'-JLlflllflllfr" 
leak delay negative 

Q.. -120 leak pulses alternating 

Figure 8. Pulse protocols for on-line leak correction. Panel a represents a standard PI4 pulse protocol with 
the leak: pulses following the test pulse (leak delay positive). The protocol in b is similar to that in a, but 
the leak: pulses have the opposite polarity to the test pulse. During signal averaging an alternation of the 
protocols shown in a and b ensures that the capacitive transients resulting from the steps from the holding 
potential to the leak: holding potential are canceled. c: Six leak: pulses. scaled by 1/6 (P16 protocol), of 
alternating polarity precede the test pulse (leak: delay negative). 
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pulse polarity of successive pulses alternates (Heinemann et al., 1992) as illustrated in Fig. 
8a,b. If no signal averaging is used, the effect of small nonlinearities around the leak: holding 
potential can be reduced if the leak: pulse polarity within a train of leak: pulses is alternated 
(Fig. 8c). Because leak: pulses might affect the currents during a test pulse or vice versa, it 
is best if the user has the option to record leak: responses after (positive leak: delay in Fig. 
8) or before (negative leak: delay in Fig. 8) the test pulse, respectively. 

If channel activity can be abolished completely by application of a channel blocker, 
traces recorded after application could be used for leak: correction. Analysis programs should 
therefore provide features to mark data sweeps to be used for leak: correction of traces with 
channel activity. 

4.3. Relaxation Experiments 

For the following consideration we will assume that macroscopic currents are composed 
of many current events arising from the same kind of ion channel. In such cases macroscopic 
currents display a statistical average of many single-ion-channel events, and kinetic parameters 
can therefore be related to the probability functions of single-channel state transitions. The 
opening and closing of voltage-dependent ion channels is described theoretically in terms 
of kinetic Markovian schemes with channel states (e.g., open, closed, inactivated) and voltage
dependent transition rate constants (see Chapter 18, this volume). The ultimate aim of 
relaxation experiments is therefore to determine the state occupancies and the individual 
transition rates as a function of potential. Thus, pulse protocols have to be designed such 
that the measured macroscopic time constants can be attributed as closely as possible to 
microscopic time constants for state transitions. 

4.3.1. Design of Pulse Patterns 

A pulse pattern usually comprises a number of pulse segments of specified voltage and 
duration. In some cases it might be advantageous to define such segments as voltage ramps 
(see Fig. 6) or, for the implementation of phase-sensitive measurements, sine waves on top 
of a specified DC voltage (see Chapter 7, this volume). Besides a test segment, protocols 
usually contain at least one segment that primes the channels such that there is a defined 
initial condition. The kinetics of transitions among channel states are then determined. 

For the investigation of time- or voltage-dependent processes either test or priming 
segments are varied in a systematic way, thereby creating a family of pulse patterns. From 
pulse to pulse individual segment durations or voltages can be altered by adding linear or 
exponential increments or decrements. Linear increments are widely used for segment volt
ages. For the investigation of steady-state inactivation properties, for example, a prepulse 
potential is changed, and the current is measured during a subsequent constant test pulse 
segment (Fig. 9c). If time constants are to be derived, e.g., the time constant for channel 
recovery from inactivation (Fig. ge), exponential increments are useful, because they give 
rise to data points that are spaced according to their significance. Figure 9 illustrates several 
frequently used pulse protocols for relaxation experiments. 

For analysis purposes it is quite helpful if one can specify in a pulse generator which 
segment is a test segment and which is a priming segment. In Fig. 9 the test segment is 
labeled with a "y" because in this segment a measurement has to be performed, and the 
result is to be displayed as an ordinate value. The label "x" denotes either a variable priming 



78 Stefan H. Heinemann 

Current-Voltage Instantaneous Steady-State Inactivation 
Relationship Current-Voltage or Cole-Moore Shifts 

_,jJ 
x,Y 

b Relationship 
C 

~ 
y 

x L ;f 

Time Course of Time Course of Recovery 

d Inactivation at -60 mV e from Inactivation at -100 mV 

> 

-,j 
y y 

.§. x II ~ ~ ~ m 15 x n.. 

Figure 9. Pulse protocols frequently used for relaxation experiments on voltage-dependent ion channels. 
The first pulse is indicated by shading; successive pulses are drawn with continuous lines. The letters x and 
y denote which pulse segments are used as abscissa or ordinate, respectively, during secondary analysis. 

segment (Fig. 9c-e) or the variable potential of the test segment (Fig. 9a,b), which are to 
be used as abscissa values. 

4.3.2. Determination of Kinetic Parameters 

Usually it is a long way from initial relaxation experiments to a kinetic scheme of 
channel gating. Therefore, there are several hierarchic levels for the quantitative representation 
of measured data and the comparison with theoretical models. Just in regard to channel 
activation, these levels could be as follows: 

• Without any model in mind, one could describe channel activation in terms of time 
to peak, time to half-activation, or slope at half-activation time (see Fig. lOb). These 
values, determined as a function of potential, can be used as quantitative parameters 
to describe the channel under consideration. In further calculations these parameters 
can be compared with the same parameters as derived from models. 

• More detailed descriptions could make use of the sums or products of several exponen
tial functions and possibly a time delay, yielding a first estimate of how many 
kinetic components contribute to activation. Based on these initial guesses, analytical 
solutions of a devised kinetic model using idealized initial conditions can be fitted 
to the data. This is done during data description with Hodgkin-Huxley equations, 
for example (e.g., Hodgkin and Huxley, 1952), where time constants for activation 
are free parameters for data fit and thereby yield a more direct comparison of model 
and measured data (Fig. lOb). 

• A more general approach is to fit all the transition rates and state occupancies of a 
kinetic scheme to the data directly, rather than using kinetic parameters such as 
relaxation constants. In this way a transition matrix (see Chapter 20, this volume) 
representing a particular kinetic model is fitted to entire data sweeps or even to families 
of sweeps without idealization of the initial conditions, yielding data descriptions that 
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Figure 10. Examples of the descrip
tion of kinetic parameters of potassium 
channel activation. Currents in macro
patches from Xenopus oocytes 
expressing Shaker B1l6-46 (Hoshi et 
ai., 1990) channels were elicited by 
a depolarizing step from -100 to +60 
m V as shown in a. b: Activation was 
characterized by the time taken to 
reach certain current levels with 
respect to that taken to achieve the 
maximal current. Also shown is a 
dashed straight line through the half
maximal current. This has a slope of 
55%/msec as determined by a fifth
order polynomial fit to the data in 
the interval between 1 and 3 msec 
after the beginning of the pulse. c: 
Same data as in b, superimposed with 
a fit function describing a Hodgkin
Huxley activation curve of the fourth 
order with an additional delay of 121 
fLsec. The fit was done between the 
two vertical solid lines. Because the 
data were filtered at 4 kHz with a 
low-pass Bessel characteristic, a filter 
delay of approximately 80 fLsec is 
expected. The measured delay of 121 
fLsec could therefore be indicative of 
state transitions in addition to those 
described by the Hodgkin-Huxley for
malism. 
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are not compromised by approximations. Such methods, however, are quite time 
consuming and are rarely implemented in standard analysis software packages. 

The effects of data filtering can be considered by filtering the theoretical functions with 
an equivalent filter characteristic before comparison with the data. Limited clamp speed can 
be considered if the calculations are based on the actual potential profile rather than on the 
idealized voltage step (see Section 4.1.2). 

Fit results derived from raw data sweeps often have to be analyzed further. Therefore 
analysis programs should store these results and should provide tools to display them as a 
function of various parameters, such as the potential of a specified pulse segment. Exponential 
functions, current-voltage relationships, and Boltzmann functions are often used to fit such 
data. For more specialized functions, tools that interpret text lines of numerical expressions 
(parsers) may be provided by the program; otherwise the data must be transferred to general
purpose programs (see below). 
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4.4. Noise Analysis 

Even if a current signal recorded from a membrane patch or a whole cell is composed 
of many superimposed single-channel events, such that individual events cannot be detected, 
analysis of current fluctuations may provide infonnation on single-channel properties such 
as single-channel amplitude or mean open times (e.g., Neher and Stevens, 1977). This 
infonnation can be extracted from the signal either by transformation of the data into the 
frequency domain (Fourier analysis) or by analysis of the current variance at a given band
width. 

In many cases valuable infonnation can be extracted from fluctuating signals by simply 
considering the mean current and the current variance if the channel-open probability is 
small. The mean current, I. is given by the product of the single-channel current, i. the 
number of channels, n, and the open probability, Po: 

(3) 

Since a channel can only be open or closed, a binomial distribution applies, which has 
the variance: 

(4) 

With equation 3, this expression can be written as: 

a2 = iI(1 - Po) (5) 

For very small open probabilities, equation 5 simplifies to 

i .... u2fI (6) 

yielding an expression for the single-channel current. 

4.4.1. Power Spectra of Continuous Data 

For stationary signals, i.e., signals with a DC component that does not vary with time 
during an experiment, spectral analysis can be performed. For this purpose the power spectra 
of sections of current data are calculated and averaged. The discreteness of the signals allows 
the use of FFr (fast Fourier transform) algorithms, which are implemented in many software 
packages and can be found in the procedure libraries of development systems or statistics 
programs (see below). Usually the power spectra are computed from 1024 data points. The 
minimum and maximum frequency of the spectrum are thereby set, together with the sampling 
interval. If the fluctuating signal exhibits large DC components. the actual fluctuation may 
span only a small fraction of the input range of the AD converter. In such cases AC and 
DC components are sampled separately with different gain settings in order to increase the 
dynamic range for the fluctuating signal. 

The power spectra can then be compared to theoretical predictions. Given a channel 
with open and closed states having exponential dwell-time distributions with the mean open 
and mean shut times To and Te. respectively, the spectral density (A2IHz) is described by the 
Lorentzian function. 
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S(O) 
S(f) = 1 + (j1.fc)2 (7) 

where S(O) is the low-frequency limit of the spectral density. The cutoff frequency,!c, is 
related to the relaxation time constant, 'T = (lITo + lI'Tc)-I, by 

(8) 

At low channel-open probability, the single-channel current amplitude, i, is obtained from 
the signal variance, i.e., the integral of the power spectrum [0'2 = !cS(O)I2], according to 
equation 6. The theoretical background and spectral functions for more complicated channel
gating schemes are discussed in detail by Neher and Stevens (1977) and DeFelice (1981). 
In particular, the existence of more than one Lorentzian component in the power spectrum 
can be considered as evidence of more than two distinct kinetic states. If the noise is 
determined by several exponential processes with very similar time constants (or a continuum 
of time constants), the power spectrum can acquire a shape that is not unambiguously 
described by a sum of Lorentzian functions. The use of power laws then helps to describe 
such 1/i" noise. 

4.4.2. Nonstationary Noise Analysis 

Nonstationary signals can be divided into two groups. The first comprises signals that 
vary in amplitude as a function of time, e.g., as a result of the slow fluctuation in concentration 
of an activating transmitter at the membrane. These signals may be divided into smaller 
sections for determination of the time variance. When one considers the activity of only one 
class of ion channels, the variance is related to the DC current within the selected sections 
by the single-channel current and the channel-open probability. If the open probability is 
small, the single-channel current can be easily estimated according to equation 6. 

If transient currents are recorded in response to identical repetitive stimulations, the 
ensemble variance can be calculated as a function of time. This is the variance caused by 
the deviation of each individual data point from the mean of many equivalent measurements. 
From equation 4 it is seen that the variance is zero if all the channels are either closed (Po 
= 0) or open (Po = 1). It reaches a maximum when half of the channels are open. If Po is 
neither constant nor small, a plot of u2 versus I yields a parabola with a zero-crossing at the 
maximal current I = i n and an initial slope corresponding to the single-channel current 
amplitUde (Sigworth, 1980; see Fig. 11): 

(9) 

This method can be used for nonstationary records, where the variance is determined 
by computing the deviations of individual records from the mean, or, in order to eliminate 
drifts in the signal, from differences of successive records (e.g., Heinemann and Conti, 1992). 
Programs for nonstationary noise analysis must take into account background noise and 
leak. Automated identification of records with excess extraneous noise, based on objective 
statistical criteria (e.g., Heinemann and Conti, 1992), is desirable. 
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Figure 11. Nonstationary noise analysis of outward potassium currents flowing through Shaker BA6-46 
(Hoshi et aL. 1990) channels expressed in Xenopus oocytes. a: Averaged currents recorded from inside-out 
macropatches in response to depolarizations to +80 mY. The larger current (average of 254 traces) is a 
control record; the smaller one (average of 356 traces) was recorded after application of sucrose to the bath, 
which resulted in a reduction of the current to approximately 60%. b: Averaged ensemble variance of the 
two experiments mentioned in a (based on 243 and 226 differences between successive current traces, 
respectively). c: Ensemble variance as a function of mean current. The continuous curves represent data tits 
according to equation 9, yielding the indicated estimates for the single-channel current and maximal channel
open probabilities of 0.78. 

5. Multipurpose Programs 

At many instances during execution of an experiment, during on-line analysis, or at 
later stages of specialized analysis, tasks arise that are readily handled by commercially 
available multipurpose programs. Since these programs are developed for a much larger 
market than patch-clamp programs, the task can be carried out with much more sophistication 
at a very small price. On the other hand, problems might arise during data acquisition or 
analysis that are so unusual that tackling them is (as yet) not implemented in such packages. 
In such cases one might try to extend the program that is used for acquisition and analysis 
(see Section 6). On many occasions, however, this is not possible, because the source code 
for the program might not be available, or program changes might be undesirable because even 
small features added to a running program may cause unwanted side effects. Alternatively, the 
implementation of very specialized features may simply cause an increase in complexity at 
the expense of user-friendliness. 

In either case it is important that data and intermediate and ftnal results can be exported 
from the specialized programs in such a way that they can be read by general-purpose 
programs for data presentation, data administration, or further analyses. 

5.1. Data Presentation 

Graphics programs or desktop publishing programs with graphics facilities are used to 
read structurally simple data ftles in order to generate ftgures for presentation. Such ftgures 
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can be incorporated into text files with text-ed.iting programs. Computer interfaces to slide 
writers are now widely used to generate color slides directly. 

5.2. Data Administration 

Data-base programs are used to generate and to manipulate complex data structures. 
Large data bases could, for example, be used to keep track of which channel mutants were 
investigated electrophysiologically, which protocols were used, and in which data files the 
information is stored. This will facilitate access to data files according to given experimental 
parameters, e.g., access to all data sweeps recorded from a certain channel mutant in a 
specified solution with a pulse to a specified membrane potential. For this purpose information 
has to be output from the acquisition or analysis program and to be interpreted by the data
base program. An alternative application is the import of information stored in a data base 
to the acquisition and analysis programs. The compositions of solutions used during an 
experiment, for example, could be imported by a dedicated analysis program to facilitate 
the generation of dose-response curves. 

5.3. Table Calculations 

Arrays of data output by acquisition or analysis programs are ideally suited to manipula
tion in spreadsheet programs. Such table calculation programs provide a variety of tools for 
data presentation and further analysis, including several statistical procedures. 

5.4. Curve-Fitting Programs with Programming Capabilities 

Several programs are available that support data display and the fitting of specific 
theoretical functions. Such specialized functions are usually composed of a set of standard 
functions. Alternatively, these programs provide parsers that interpret user-defined mathemati
cal functions. Advanced programs of this kind offer their own simplified command language, 
which can be used to define mathematical functions or more complex analysis algorithms. 

In principle, programs for data presentation, statistics, and data fitting cannot be discrimi
nated easily because most of them offer some features for each of these purposes. However, 
usually these programs are particularly good for only one or two applications. One may 
therefore need several programs to meet all the requirements. In general, however, it should 
be remembered that the use of a few programs that one knows well may be better in the 
long run than using many. Even if these few programs do not contain all possible features, 
there will be fewer problems originating from data transfer, and time and money will be saved. 

6. Choices for Hardware and Software 

The computer market is expanding so rapidly that it is hard to keep track of all the new 
products and their specifications. In this section several criteria are presented that may help 
the reader to decide on a combination of computer, peripherals, and software that are suitable 
for specific experimental tasks and are compatible with the budget. The range of possible 
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experimental tasks should be clear from the above sections and from the first chapters of 
this volume. The question of what should be done if the software package is insufficient in 
some respects will be discussed. 

We will start with a description of hardware components and typical specifications that 
should be checked carefully before purchase. The hardware comprises the amplifier, the 
computer, the data storage media, and the peripherals that interface with the actual experiment, 
i.e., AD and DA converters. Software components such as operating systems, development 
software, application software, and application software with development capabilities are 
discussed with respect to hardware configuration. As illustrated in Fig. 12, in reality such 
components are not independent of each other. This means that a certain computer configura
tion is only compatible with some of the higher-level software available, and vice versa. 
During the process of evaluation of what to purchase, one will be faced with the old chicken
or-egg question. In the past, a computer and its peripherals were something precious, and 
software was just some imaginary quantity that could easily be copied, so the order of priority 
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Figure 12. Organization of computer configurations and software levels. The computer hardware with all 
its components, including the operating system, forms a functional configuration. On top of this configuration 
there are roughly two more levels of software. The development software is used to generate code and to 
install application software, which performs such tasks as data acquisition or analysis. This separation of 
development and application software is only strict for compiled and linked programs that are distributed as 
stand-alone applications. These two kinds of software merge in so-called development systems, where 
development tools and application code coexist in a single running application. The arrows indicate direction 
of interaction. Dark shading is used to illustrate code introduced by the user. The amount of user code 
certainly cannot be predicted, but in general, modifications will be rare in stand-alone applications and will 
become mandatory in general-purpose toolbox programs that do not provide applications dedicated to 
electrophysiological experiments. 
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was hardware first and then software. However, the considerable drop in prices for computer 
hardware and the increased sophistication and copy protection of software tools is now clearly 
setting the trend for buying hardware compatible with a specified software configuration. 

6.1. Criteria for the Selection of Hardware 

The PDP-II computer series (Digital Equipment Corp.) was until recently widely used 
for electrophysiological research applications because of its reliability and the availability 
of powerful real-time interfaces and programming environments. In the meantime, however, 
personal computers have become faster and much less expensive so that most of the applica
tions that are now commercially available are designed to run on one of these machines. 
Although more sophisticated and more expensive computers, like workstations, are also used 
for electrophysiological experiments, most experiments are carried out using IBM-compatible 
and Apple Macintosh II personal computers. Therefore, only these two systems will be 
referred to in the following discussion. 

Depending on how deeply one wants to go into the details of a computer system and 
its software, it can be a box with an on/off button and a stand-alone application program 
used for data acquisition and analysis, or it can be viewed as a highly complex modular 
system of hardware components and software tools that interact with each other and cannot 
therefore be easily considered independently of the rest. "Computer configuration" is defined 
here as the combination of hardware and an operating system that allows the loading of 
development and application software as described below. 

6.1.1. Computer Configuration 

The heart of a computer is its central processing unit (CPU), which determines speed 
of performance and poses the major compatibility problem among different machines. For 
high performance, IBM-compatible computers should be equipped with an 80486 series 
(Intel) processor, whereas for Macintosh computers the processor of choice is currently the 
68040 CPU from Motorola. In each case the processor should be supported by afloating point 
unit (FPU), which takes over time-consuming floating point operations, thereby considerably 
improving performance. The type of CPU and FPU have important implications for the 
software that is going to run on the computer. This is the major reason for the incompatibility 
of applications running on IBM and Macintosh computers. A new series of PowerPCs that 
combine features of IBM and Macintosh computers based on a RISC (reduced instruction 
set computer) processor may solve some of these problems. 

The CPU communicates with the environment via built-in interfaces such as serial or 
parallel ports. Such ports can have various specifications. Serial ports often use the RS-232 
convention; a typical parallel port is an SCSI interface. Besides these standard interfaces, 
personal computers offer extended bus structures for the exchange of data and commands. 
IBM-compatible computers can have various bus structures (e.g., 16-bit AT, 32-bit EISA); 
for Macintosh II computers only the 32-bit NuBus is available. External devices such as AD 
converters, digital interfaces to a PCM, and graphics accelerators are connected to this bus. 
One must therefore consider the compatibility of bus and peripherals and how many bus 
slots are necessary. 

An important determinant of computer speed and performance is the amount of disk 
space and the amount of random access memory (RAM) available. A considerable drop in 
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the cost of both types of memory and the extended address ranges of the new generation of 
computers have removed some of the limitations. For a computer system that is used for 
real-time high-demand data acquisition, 24 Mbyte RAM and a 1 Gbyte capacity hard disk 
would be an appropriate configuration. Less demanding tasks can be accomplished with 
smaller systems. 

Media for long-term data storage are hooked up either to an expansion bus or to a 
parallel port (e.g., SCSI). These media range from very fast removable hard disks through 
optical and magnetooptical devices to magnetic streamer tapes and floppy disks. The cost 
of all of them has come down a lot, but it is still important to consider access time and cost 
per megabyte before deciding which to buy. For long records of single-channel events, 
relatively inexpensive digital magnetic tapes, which hold several gigabytes of data, or WORM 
cartridges are a good choice. For data that take up less space and are not as linearly 
structured as single-channel records, storage media with shorter seek times and random 
access capabilities are desirable. For these data types removable hard disks and rewritable 
magnetooptical disks are appropriate. 

6.1.2. Operating Systems 

Operating systems are programs that manage the interactions between all components 
of a computer configuration, including application software, and are intimately linked to the 
hardware components. For personal computers there is not usually much choice of operating 
systems. IBM-compatible computers are equipped with MS-DOS (Microsoft disk operating 
system) or advanced graphics-oriented systems like Windows (Microsoft). The operating 
system of Macintosh computers is Finder. For both types of machine there are also other 
systems available (e.g., UNIX), but these are not widely used on personal computers. 

6.1.3. Analogue-to-Digital Converters 

Both AD and DA converters are specified by their time and voltage resolution (see 
Section 2.1.1). The interface between the converters and the computer bus determines the 
actual speed with which data can be sampled. Often ADIDA converters can sample data at 
a certain rate for only a short period of time, depending on the size of a buffer memory, 
which is then slowly emptied via the bus. In continuous recording mode the usually slower 
data transfer rate limits the attainable sampling rate. 

A DA converter may have a problem denoted as "glitching." This results from an 
asynchronous switching of all relevant bits, causing the analogue output to be set briefly to 
an unintended value in some cases. This effect is not uncommon for DA converters and can 
cause serious problems if small voltage steps are distorted by short but huge voltage spikes 
at the transition points. Such problems are avoided by using deglitched DA converters, which, 
however, are more expensive. The errors caused by glitching can be reduced by (1) filtering 
the stimulus voltage before feeding it into the patch-clamp amplifier and (2) by the subsequent 
use of an optimal dynamic range for the DA conversion. 

In Table I several requirements for ADIDA converters and typical specifications are sum
marized. 
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Table L Requirements and Typical Specifications for ADIDA Converters 

Requirement 

Number of AD and DA channels 
Maximal sampling rate 
Resolution 
On-board buffer 
DA deglitched 
Additional digital triggers (inlout) 

6.2. Criteria for the Selection of Software 

1Ypical Specification 

4-8 and 2-8 
50-200 kHz/one channel 
(8), 12, 14, 16 bits 
8-16k samples 
no/yes 
nolyes 
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Software can be grouped on several hierarchical levels. For our purposes the lowest 
level is the operating system (e.g., MS-DOS on mM-compatible computers, UNIX on various 
workstations, or Finder on Macintosh computers). As discussed earlier, some operating 
systems are only available for certain computers and some application programs are only 
written for certain operating systems. On the next level one finds compilers/interpreters or 
so-called development systems. A compiler is a program that translates program code written 
in a specific programming language into code that can be interpreted by the computer's 
CPU. After this translation process the machine code is linked to operating system routines 
and user-defined libraries and set up such that it can be executed. High-level application 
programs, like those of various acquisition and analysis packages, are generated in this way. 
Other application software used for data analysis comprise programs for data presentation 
and administration, statistics, and curve fitting as outlined in Section S. 

6.2.1. Development Software 

If one is not going to write one's own code for data acquisition or analysis, the steps 
involved in program development do not need to be considered, because commercially 
available acquisition and analysis programs are ready to use. If a software package that meets 
all requirements can be found, one should purchase it, because no special knowledge of 
programming is required except for the configuration of the program flow as can be determined 
from the program manuals. In many cases, however, such "closed" systems are not sufficient. 
In particular, the experienced experimenter may find it necessary to generate some extra 
code that complements a commercial program (e.g., by adding analysis functions or by 
writing extra programs in a style similar to the "master" program), or to alter the program. 
In some cases it may even be necessary, or at least advantageous, if one can execute such 
changes "on the fly," i.e., during a running experiment. In all these cases a software develop
ment system is useful because it provides an environment for writing and executing programs. 

6.2.1a. Compiled Stand-Alone Programs. Figure 12 illustrates the organization of 
acquisition and analysis software, with potential modifications shaded. Stand-alone programs, 
if purchased commercially, are ready to run and cannot be modified easily. If source code, 
information about compilation, and linking instructions are available, the user may introduce 
changes, but these changes should usually be minor ones and strictly speaking should be 
avoided altogether because of the possibility of introducing side effects. Other stand-alone 
programs are provided as a set of objects (compiled code) that are linked and can be executed. 
These programs have built-in programming interfaces that allow user routines to be written, 
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compiled, and linked to the system without directly interfering with the code of the main 
program. The user code may still cause program errors, but this method is safer than directly 
changing complex code that was written by someone else. For data acquisition and analysis 
systems, popular computer languages are C, C++, and Pascal. FORTRAN is not used much 
for data acquisition programs on personal computers, but, particularly for analysis purposes, 
it has its strengths because of the extensive subroutine libraries that are available on 
larger computers. 

6.2.1b. Interpreter Systems. In interpreter systems program instructions are parsed, 
compiled, and executed line by line. Therefore, one usually has access to the source code 
(some parts of the programs may be supplied as object files that cannot be accessed by the 
user). It is quite simple then to incorporate user-specific modifications, and the program 
flow can be stopped and restarted at any point. A very successful product widely used in 
electrophysiological laboratories was the legendary Basic-23 system running on PDP-II 
computers. The disadvantage of these interpreter systems is their low speed (Basic-23, 
therefore, made use of many subroutines written in assembly code) and the fact that the 
language is not very structured, leading ultimately to messy code if the program exceeds a 
certain size. Several interpreter systems enable the compilation and linking, once tested, of 
the entire code in order to generate a stand-alone program that runs faster but that can no 
longer be modified. This is an important option, as run time is always an issue, and a linked 
program is less prone to the introduction of accidental changes by inexperienced users. 

6.2.1c. Memory-Resident Development Systems. On today's computers, compilation 
is so fast that one can afford to compile entire program modules rather than only lines. 
In addition, RAM has become so inexpensive that memory-resident development systems 
consisting of programming tools such as an editor, compiler, and debugger, which are always 
held in RAM, are now available. The system itself links newly compiled code to its own 
running application, enabling the possible immediate execution of code. Fast compilation 
and the essential lack of linking time makes such systems behave like a very powerful 
interpreter system. The advantages are clearly speed, the availability of structured program
ming languages suitable for large software packages, and the possibility of a high degree 
of user interaction. The runtime-linking, memory-resident development system Power Mod 
(HEKA Elektronik) is based on the Modula-2 programming language. Software for the 
control of the EPC-9 patch-clamp amplifier and the acquisition and analysis package Pulse+
PulseFit run in this environment. 

The tool library is an important consideration if development systems are to be used 
for electrophysiological research. A variety of procedures operating on data arrays such as 
standard mathematical operations, histogram functions, or Fourier transforms are very helpful. 

6.2.1d. Toolbox Programs. In contrast to development systems, which normally make 
use of standard programming tools such as editors, compilers, and linkers and thereby specify 
the use of one or several standard programming languages, some stand-alone programs 
provide their own comprehensive command language. This language often has a simplified 
structure but is supported by sets of procedures with predefined tasks. These procedures can 
be used as tools to set up complex programs. Efficiency is increased by the option of linking 
procedures written in a common programming language (e.g., Pascal or C) as additional 
external tools. Examples of such systems, which have been adapted to patch-clamp applica
tions, are LabView, Igor, and ASYST. 

Thus, there are a variety of options for the kind of system one should actually get. The 
decision as to which is most suitable will be determined by the requirements and the 
programming skills of the experimenter. In general, however, it should be noted that the 
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Pul.....,... An",,,. 

Figure 13. Checklist for essential features of software packages for data acquisition and analysis of single
channel recordings as well as pulsed data. 

generation of new code is always associated with new problems and should only be considered 
if there is no other simpler and more economical way of solving a problem. 

6.2.2. Acquisition and Analysis Systems 

It is time-consuming but very important to check whether the planned experiments can 
actually be perfonned with the software under consideration. However, there is no ideal way 
of testing a software package other than by trying to execute an experiment with a demo 
version. Nevertheless, the collection of requirements and features illustrated in Fig. 13 
may be used as a checklist when considering the purchase or design of acquisition or 
analysis software. 
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6.2.3. Test of the Software 

A golden rule is that one should never rely blindly on software. One cannot test all the 
features of a complex acquisition and analysis program, but one should at least try to cheek 
critical parameters such as the voltage scaling, timing, and current gain. Errors in these 
parameters may indicate problems with hardware compatibility (e.g., clock rate or AD 
converter scaling). Analysis functions are best tested with simulated data. Alternatively, the 
results of the same analysis obtained using different programs can be compared. 
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Chapter 4 

Electronic Design of the Patch Clamp 

F. J. SIGWORTH 

1. Introduction 

The patch-clamp amplifier is fundamentally a sensitive current-to-voltage converter, con
verting small (picoampere to nanoampere) pipette currents into voltage signals that can be 
observed with an oscilloscope or sampled by a computer. This chapter describes the basic 
principles of the current-to-voltage (I-V) converter and describes some of the technology of 
I-V converters having wide bandwidth and low noise. Also considered in this chapter are 
additions to the basic I-V converter design for capacitive-transient cancellation and series
resistance compensation, features that are particularly useful for whole-cell current recording. 

The most important property of an I-V converter for single-channel recording is its 
noise level. Under good patch-recording conditions, the background noise introduced by the 
patch membrane, together with the seal conductance and noise sources in the pipette, together 
corresponds to the movement of a few tens of elementary charges. It is important to maintain 
this low noise level in the circuitry of the I-V converter because there are many types of 
channels whose currents are near the limit of resolution of the recording system. 

In whole-cell recordings an important problem is the series access resistance between 
the pipette electrode and the cell interior. A high series resistance limits the speed with which 
voltage changes can be imposed on the cell membrane and limits the time resolution of 
current recordings. The access resistance is determined by the size of the pipette tip and the 
nature of the access to the cell interior; however, the effects of series resistance can be 
reduced by circuitry that is discussed later in this chapter. 

2. Current-Measurement Circuitry 

2.1. Current-Voltage Converter 

The standard way to measure small currents is to monitor the voltage drop across a 
large resistor. Figure 1 shows three circuits that accomplish this. In part A, a battery with 
voltage Vref is used to set the pipette potential, and the pipette current Ip is measured from 
the voltage drop I..,R across the resistor. The problem with this configuration is that the pipette 
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A 

R Va 

Figure 1. Current measurement circuits. A: A simple circuit in which the pipette potential is detennined 
approximately by V,.,. In B, the deviation VOlT of the pipette potential from V,., is monitored, and VB is adjusted 
to keep it zero. In C, the op-amp makes the adjustment automatically. 

potential is not exactly equal to V ref but has an error that depends on the current; when the 
resistor R is made large to give high sensitivity, the voltage error also becomes large. 

The solution to this problem (Fig. IB) is to measure Vp directly and to continuously 
adjust a voltage source Va to bring Vp to the correct value. Provided that the adjustment is 
made quickly and accurately, R can be made very large for high sensitivity. 

An operational amplifier (op-amp) can be used to automate the adjustment of Va. The 
op-amp can be thought of as a voltage-controlled voltage source; the output voltage changes 
in response to differences in the voltages V+ and V_at the input terminals according to 

(1) 

The factor WA can be very large: for typical commercial op-amps, it is about 107 sec-I, which 
means that a I-mV difference on the input terminals causes the output voltage to slew at 
10" V/sec. The value WA is the gain-bandwidth product of the amplifier. In this chapter, W 

will be used to represent an "angular frequency" in units of radians/sec. The relationship to 
the more familiar frequencies! (given in Hertz) is W = 2 'IT/. so that WA is 2'IT times the 
gain-bandwidth product!A that is normally given in amplifier specification sheets. (Sometimes 
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fA is given as the "unity-gain bandwidth" of an op-amp, which for our purposes is essentially 
the same thing.) 

At the same time, the op-amp draws essentially no current through its input terminals. 
This is an important feature, since such currents would disturb the measurement. (For a more 
complete discussion of op-amps and feedback, see, for example, Horowitz and Hill, 1989.) 

Part C of Fig. 1 shows the final current-to-voltage converter circuit. The op-amp varies 
its output to keep the pipette potential at Vref• This action can be made very rapid and precise, 
so that for practical purposes Vp can be assumed to be precisely Vref. This in tum allows us 
to measure VB - Vref as shown, rather than VB - Vp, to obtain the voltage drop across the 
resistor. The voltage differences should be the same, but the former measurement is preferable 
because it avoids an additional direct connection to the pipette electrode. The voltage differ
ence is usually measured using a standard differential amplifier circuit (not shown). 

2.2. Dynamics of the I-V Converter 

For single-channel recording, suitable values for the current-measuring resistance Rf are 
on the order of 10-100 GO. Commercial resistors in this range typically have a shunt 
capacitance Cr of 0.1 pF (Figure 2A); the resulting time constant, 'Tf = ReCr, is the order of 
1 msec and limits the time resolution of the I-V converter. 

Assuming that the op-amp acts instantaneously (OOA -+ (0), the response characteristics 
of the I-V converter are given by a transfer function z.,(s), which can be used to give the 
response at Vour for any input current Ip, 

(2) 

This function can be used in two ways (see, for example, Aseltine, 1958). First, if the 
imaginary frequency joo is substituted for s, the resulting magnitude and phase of the (complex
valued) z., give the amplitude ratio and phase shift of Vour relative to Ip. Thus, z., gives the 
"frequency response" of the circuit. For convenience, z., can be rewritten as 

z.,(s) = RrT(s) 

where T is dimensionless and has the form 

1 
T(s)=--

'TrS + 1 

(3) 

(4) 

which is the transfer function of a simple low-pass filter. T is unity at low frequencies (s -+ 
0) but rolls off at high frequencies. The "comer frequency," at which the response is down 
by 3 dB, occurs when 'TrW = 1. 

The second use of the transfer function is to calculate the time course of Vour for an 
arbitrary Ip. This is done using the inverse Laplace transform. For example, the response to 
a step of input current is found in this way to be exponential with a time constant 'Tr. 

The reason for going to all the trouble of introducing the transfer function is that things 
become more complicated when OOA is assumed to be finite. We define 'TA = lIooA, the 
characteristic time constant of the op-amp and C1 = Cr + Cin, the total capacitance on the 
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Figure 2. A: Diagram of the I-V converter showing the stray feedback capacitance C, and the total input 
capacitance Cm• A unity-gain differential amplifier on the output produces the current monitor signal. B: 
Magnitude of the transfer function T as the damping factor t is varied The curves were calculated for the 
circuit of part A with Ct. = 10 pF, R, = 10 GO, andfA = 10 MHz (TA = 16 nsec). The t values of 12.5, 
2.5, 1, and 0.2 correspond to C, values of 100, 20, 8, and 1.6 fF, respectively. The dashed curve is the 
response from a single time constant T, = 1 msec (corresponding to Ii = 160 Hz as indicated, with C, = 
100 fF). The corresponding TZ value is 1.6IJ.sec (fz = 100 kHz). C: Variation of the step response time course 
with t. 

input terminal. Using equation 1 to describe the op-amp's behavior, we can write the differen
tial equation for VOUT as 

(5) 

The equivalent transfer-function representation of the response is 

(6) 

Once again, let us write Z. = RfT, where T can be written in the form 

T(s) = -(T-. S-+-I-;-(T-2S-+-I-) (7) 
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This is the transfer function of two simple filters in cascade: TI and T2 are found as roots of 
a quadratic equation. but provided TA is sufficiently short, they can be approximated by 

(8) 

The frequency response now has two comer frequencies. WI = TI- I• caused by the stray 
capacitance across the feedback resistor. and the higher cutoff W2 = T2 -I which arises from 
the finite speed of the op-amp. To improve the frequency response of the I-V converter. one 
usually tries to reduce Cr. This reduces TI but lengthens T2 at the same time. usually by about 
the same factor. since Cf makes only a minor contribution to Ct. If this is carried to an 
extreme such that TI and T2 become comparable in size. the approximations (equation 8) are 
no longer valid. Instead. it is more useful to write T in the equivalent form 

1 
T(s) = Tijs2 + 2tTos + 1 (9) 

which is the equation for a damped harmonic oscillator with natural frequency Wo = To- I 

and damping factor t. These parameters are given by 

(10) 

1 TA + Tf t=---
2 To 

The surprise here is that To does not depend directly on Cf but only on the total capacitance 
Cf' However. since TA is typically very small compared to Tf. the damping factor is proportional 
to Cf' 

When Cf is reduced beyond a certain point, then the bandwidth of the I-V converter 
does not increase further; instead. the frequency response begins to show a peak. and the 
step response shows "ringing" (Fig. 2B.C). For the best transient response. t should be kept 
in the vicinity of unity: t = 1 corresponds to a "critically damped" step response with no 
overshoot; t = 0.71 gives the "maximally flat" frequency response but about 10% overshoot 
in the step response. 

It is quite difficult to obtain a high natural frequency in a sensitive I-V converter. For 
example, if we use a 1010-0 feedback resistor, and the total input capacitance Ct = 10 pF 
to obtain a bandwidth of 10 kHz-corresponding to To = 16 ~sec (equation 7)-requires 
that TA = 2.6 X 10-9 sec or a gain-bandwidth product of about 60 MHz for the amplifier. 
At the same time, the stray feedback capacitance would have to be kept to 3.2 X 10-15 F. 
Both of these requirements are not readily achieved. 

A better strategy for wide-band recording is to design the I-V converter to have a 
nonideal but well-defined frequency response characteristic and then to correct the frequency 
response in a later amplifier stage. The best way to do this is to allow Cf to be large enough, 
and choose the op-amp to be fast enough. so that the rolloff characterized by T2 (equation 
8) is well beyond the frequency range of interest. Within the range of interest, only the single 
rolloff of TI is then present, and this can be compensated as is described in the next section. 
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Making T2 small has several other advantages. First, T2 depends on Cit which includes 
contributions from the pipette and stray capacitances. Since these can vary, T2 depends on 
the experimental conditions; if T2 is very small, these variations can be ignored. Second, T2 

describes the response time of the I-V converter as a voltage clamp. The transfer function 
relating Vp to the command voltage V.md is 

(11) 

The denominator of equation 11 is the same as that of T. The numerator approximately 
cancels the factor (1 + TIS) in equation 7, so the clamp transfer function is approximately 
Tvc :::.: 1I(T2s + 1) when T2 ~ Tl' 

In a practical situation, the op-amp might have a gain-bandwidth product of 10 MHz. 
With Cr = 0.1 pF and Ct = 10 pF, then T2 = 1.6 JJ.sec, giving a clamp bandwidth of 100 
kHz. Tl in this case would be 1 msec, so the ftrst rolloff in the frequency would occur at 
160 Hz. The lowest curve in Fig. 2B shows this response, which corresponds to a damping 
factor of 12.5. 

2.3. Correcting the Frequency Response 

When Cr is chosen as just described, the I-V converter will have a very nearly exponential 
step response with a fairly long time constant around 1 msec (Fig. 3, top trace). The role of 
the correction circuit is to perfonn an "inverse ftltering" operation to recover a faster-rising 
response. One way of looking at the correction operation is to notice that the derivative of 
the exponential step response function is itself an exponential and to exploit this fact by 
summing the original response with a scaled copy of its derivative to recover the original 
fonn (Fig. 3, bottom trace). 

Fortunately, this particular strategy works for all possible input wavefonns, not just 
steps. The operation just described has the transfer function 

(12) 

where T. is the factor scaling the derivative. When the I-V converter transfer function T (equation 
7) is multiplied by Teo, the rolloff caused by Tl can be canceled exactly when T. = Tl' 

Derivative 

:_n _______ n _______ nnn ___ n ________ _ ~ Sum 

Figure 3. A strategy for correcting the response of the I-V 
converter. The input to the correction circuit shows a slow 
exponential step response. When it is summed with a scaled 
copy of its time derivative a nearly square step response results. 
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A practical compensation circuit is shown in Fig. 4A. Many implementations are possible, 
but this particular circuit is useful because its low-frequency gain is fixed at unity. At low 
frequencies, the capacitor C acts as an open circuit, and the op-amp acts just as a voltage 
follower. The increasing gain with frequency arises from the decreasing impedance of C; 
the "comer" time constant To is equal to (R1 + Rz)C. 

The magnitude of the ideal transfer function (equation 12) increases without limit as 
the frequency variable s increases. This sort of behavior cannot be achieved in practice. The 
actual transfer function of the circuit in Fig. 4A is 

(13) 

which is the desired response multiplied by a second-order transfer function that can be 
written in the form of equation 9 with 

TO = JTATo (14) 

The maximum useful frequency of this circuit is given immediately by Wo = To -I. If a 
lO-MHz op-amp were used in the circuit (TA = 0.016 f.Lsec) and To = 1 msec, To would be 
4 f.Lsec, giving a useful bandwidth of about 40 kHz. The importance of R2 can be seen from 
the expression for ,. Since TA is negligibly small, R2 should be chosen to give an R2C time 
constant on the order of To. If R2 is zero, there will be no damping, and the circuit will oscillate. 

The correction circuit in effect "removes" the comer in the I-V converter's frequency 
response (Fig. 4B) and replaces it with a new, second-order rolloffat a much higher frequency. 
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Figure 4. A: Response-correction circuit. The variable resistor R, allows the time constant '1', to be varied 
to match the time constant 'l'f of the I-V converter. B: Frequency response of the I-V converter (1), the 
correction circuit CT.), and the composite (IT,). The correction circuit response was computed for '1'. = I 
msec, 'l'A = 16 nsec (fA = 10 MHz), and t = 0.7. The resulting overall bandwidth is 40 kHz. 
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The effective removal of the low-frequency corner requires that the time constant Tc be 
precisely matched to the time constant T, of the I-V converter. For this reason, RI is best 
made a variable resistance that is trimmed for the proper step response. The error in the step 
response when a mismatch is present is a relaxation of relative amplitude (Tc - TI)IT, and 
time constant TI' 

How far can the frequency response be extended in this way? One limitation is the 
second time constant Tz in the I-V converter, which can be shortened by using a sufficiently 
fast op-amp there. As we saw in Section 2.2, an intrinsic bandwidth of 100 kHz is not 
difficult to achieve. The other limitation is To of the correction circuit; op-amp speed is the 
limiting factor here also. To increase the gain-bandwidth product, two op-amps can be 
operated in cascade, with one of them provided with local feedback to make it an amplifier 
with fIxed gain A. Provided the bandwidth of this amplifIer stage is large compared to To-I, 

the composite can be used in the circuit as a "super op-amp" with the gain-bandwidth product 
increased by the factor A. Extension of the I-V converter's bandwidth by a factor of 1000 
(e.g., to 100 kHz or more) can be performed, provided care is taken in the grounding and 
layout of the circuitry. 

Up to this point, we have assumed that the I-V converter's response in the frequency 
range of interest can be represented as a single-time-constant rolloff caused by the stray 
capacitance of the feedback resistor. We have modeled that capacitance as a "lumped" 
quantity, Cf, but it is actually distributed along the length of the resistor. If the distribution 
is uniform (Fig. 5A), the impedance is the same as that in the parallel R-C model. If it is 
not, the impedance of the combination, and therefore the transfer function of the I-V converter, 
will show an additional "step" in its frequency dependence. Figure 5C shows a circuit for 
performing a two-time-constant correction for a response function of this kind. The circuit 
is relatively complex (requiring threeop-amps) but has the advantage of being relatively 
easy to adjust, with minimal interaction among the controls. 

Testing the frequency response requires a precise, high-impedance source of picoampere 
currents. Since commercial high-value resistors have substantial stray capacitance, injecting 
a current into the I-V converter with a resistor is suitable only for testing the DC gain. For 
dynamic testing, a capacitor is the circuit element of choice, since nearly ideal capacitors in 
the appropriate range of 0.01 to 1 pF are easy to make by bringing two conductors near 
each other. Such homemade capacitors are usually better than commercial ones, which often 
do not have low enough leakage conductance. For estimating small capacitances, recall that 
for two parallel conducting plates of area A baving a small spacing d, 

C = EoAld 

where, in appropriate units, Eo = 0.089 pF/cm. 
Connecting a wire to the output of a signal generator and bolding it near the pipette or 

the input terminal of the I-V converter often makes an acceptable signal source. An appropriate 
waveform to apply in this way is a triangle wave, because the coupling capacitance carries 
a current that is the time derivative of the applied voltage, and the derivative of a triangle 
wave is a square wave. For critical use, such as in adjusting the compensation circuitry, a 
function generator with especially good linearity should be used. A nonlinearity of a few 
percent (not uncommon) results in a "drooping" of the injected current by the same amount. 

An arbitrary current waveform could be injected if the test signal were electronically 
integrated before being differentiated by the coupling capacitance. A standard integrator 
circuit (Fig. 6A) will not work in practice because unavoidable DC offsets in the input signal 
are also integrated and quickly drive the output into saturation. A slowly acting feedback 
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Figure S. Distributed capacitance in the feedback resistor. A: An evenly distributed capacitance results in 
the same frequency dependence of Z (and thermal noise) as a lumped capacitance. B: An uneven distribution 
introduces an extra dispersion in Z C: A circuit for correcting the frequency response as would result from 
the network in B. R] is chosen small compared to Rl to minimize interaction between the controls. Because 
a large-valued capacitor is then needed to set the slow time constant, a large variable capacitor is synthesized 
using the two voltage followers and It. and C1• The effective capacitance is adjustable from near zero up to 
that of Ca. 

pathway can, however, compensate for offsets without distorting practical test signals. A 
circuit of this kind is shown in Fig. 6B; its feedback loop gives a lower comer frequency 
of 0.5 Hz and causes less than a 1 % droop for pulses up to 30 msec in length. The advantage 
of this sort of circuit is that it allows the frequency response or the response to short pulses 
to be checked directly by applying sine waves or pulses to the input. 

2.4. Capacitor-Feedback I-V Converter 

Since higher-valued resistors yield increased sensitivity, why not go to the limit of 
infinite resistance and have only a capacitor as the feedback element in the I-V converter? 



104 

B 

A 10K 

10K 

R 
IN o----.IV\~_I OUT 

F. J. Sigworth 

Monitor 
r-----------------~ou~t 

&lnF 220nF 

lOOnF 

'---+---I'pF Current 
~ r-output 

Cj 

100M 

o 

0.5 sec 

Figure 6. Integrator for test signal injection. A: Basic integrator circuit. Its output voltage is given by IOIJI 
= (lIR,C,)fVi.{lt. B: The integrator (R"C,.A2) is embedded in a slow feedback loop (fo = 0.5 Hz) to correct 
for any DC component of Vi •• A monitor output shows the actual voltage being integrated. The current output 
is connected directly to the I-V converter input; its scale factor is C/(R,C,), which in this case is 100 pAl 
V. C: Injected current (upper trace) and the voltage applied to Ci (lower trace) when a I-V, 20-Hz square 
wave is applied as Vi •. D: Response to a voltage step (top trace) on a slower time scale, showing the action 
of the slow feedback on the injected current (middle trace) and the integrator output (bottom trace). 

This is the approach taken in capacitor-feedback or "integrating headstage" amplifier designs 
(Finkel, 1992). In such a design (Fig. 7) the headstage amplifier output voltage VI is related 
to the input current Ip (assuming for now that Vcmd is constant) by 

so that the output voltage is the time integral of the pipette current. Correction of the frequency 
response is performed by a differentiator circuit (A3• Cd. and Rd in the figure) so that the 
final output voltage Vo of the circuit shown is given by 

(15) 
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Figure 7. Capacitor-feedback I-V converter. A: Simplified circuit. The headstage amplifier Al has a small 
capacitor Cf as its feedback element. Its output voltage VI is differentiated by A3. Differential amplifier A2 
subtracts the command voltage from the result. Switch S 1 periodically discharges Cf to prevent saturation 
of VIi sampling switch S. opens during the discharge time to mask the large transient voltages. B: Signal 
wavefonns. A steady positive pipette current Ip results in a positive ramp at VI between discharges. The 
output voltage Vo is held during discharges, resulting in a constant output. From Finkel (1992). 
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The only problem with having a capacitor as the feedback element for Al is that there 
is no pathway for handling steady input currents. A constant current will cause the voltage 
VI to rise linearly with time until Al is driven into saturation; once this occurs, the input 
voltage will no longer remain equal to Vcmd, and the output voltage will not reflect Ip. The 
solution is to periodically discharge the feedback capacitor to bring the voltage across it 
back to zero. During the time that the discharge switch SI is closed, the voltage at the output 
of A2 does not reflect the input current. A second switch Sh works with a holding capacitor 
Ch to freeze the output voltage during the discharge period. The duration of the discharge 
period is a few tens of microseconds in commercial capacitor-feedback amplifiers. 

The capacitor-feedback design has two important advantages over the conventional 
resistor-feedback I-V converter. First. the noise level can be lower because of the absence 
of the feedback resistor, which as we shall see in Section 3.4, can contribute substantially 
to the total I-V converter noise. Second, the dynamic range can be larger. In the resistor
feedback I-V converter, a large resistor value Rf is chosen to minimize the noise; but this 
large value also sets the maximum current Ip that can be passed without saturation of the 
op-amp. For example, a 50-00 feedback resistor limits the maximum current to 200 pA if 
the maximum amplifier output voltage is 10 V. In the capacitor-feedback amplifier, on the 
other hand, a larger input current can be handled by choosing an appropriately small value 
for the differentiator time constant R.!Cd, yielding. a low overall gain factor in equation 15. 
The main problem arising with large input currents in this case is instead that the feedback 
capacitor must be discharged more often. A typical value of Cr is 2 pF; a l-nA input current 
results in dVldt = 0.5 V/msec. If VI is allowed to reach 10 V before the capacitor is 
discharged, the period between discharge events is 20 msec. 

The capacitor-feedback I-V converter requires a switch to discharge the feedback capaci
tor; practical resistor-feedback I-V converters often require switches as well to change among 
different feedback resistors. These switch elements are connected directly to the input terminal 
of the I-V converter and therefore must be chosen carefully. Standard CMOS "analogue 
switch" devices have a leakage current on the order of 100 pA and capacitance on the order 
of 50 pF, both of which would seriously degrade the performance of an I-V converter for 
patch-clamp use. The best commercially available switch device, in terms of having low 
capacitance and leakage current and introducing little noise, appears to be the 2N4118 small
geometry junction field-effect transistor (PET) (Sigworth, 1994). This device has an "on" 
resistance of about 1 kO while having capacitances below 1 pF and leakage current well 
below 1 pA. When used in chip form, for example in a hybrid integrated circuit, these devices 
introduce relatively little excess noise into the amplifier. 

Complications in the design of a practical capacitor-feedback I-V converter largely 
surround the issue of providing rapid capacitor discharge without causing large transient 
voltages at the I-V converter input (from temporary loss of feedback control by the op-amp) 
or at the output of the I-V converter system. Transients at the input can arise from charge 
injected through the capacitance of the switching PET and from switching that occurs too 
rapidly for the op-amp output to follow because of its slew-rate limitation. Transient voltages 
at the output can arise from the slow settling of either the input stage or the differentiator 
stage as a result of nonideal properties (e.g., dielectric absorption) in the capacitors Cf or 
Cd, respectively. Metal-oxide-semiconductor chip capacitors have greatly superior properties 
to, say, ceramic capacitors for the small (1-2 pF) feedback capacitor Cr. For the larger 
differentiator capacitor, capacitors with polystyrene or polypropylene as the dielectric appear 
to have the best properties. Levis and Rae (1992) give a further discussion of details in the 
design of capacitor-feedback headstages. 
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3. Background Noise in the Current-Voltage Converter 

In patch-clamp recording, the background noise arises from sources in the electronic 
circuitry, from the pipette and holder assembly, and from the tight seal and membrane itself. 
In the best recording situations, the contributions from each of these noise sources are roughly 
equal. The noise in the electronic circuitry arises primarily from the current-measuring resistor 
and the amplifier in the I- V converter. 

3.1. Noise in the Feedback Resistor 

Thermal noise in the feedback resistor R, places a lower limit on the noise level of the 
current-to-voltage converter. The important relationship is that any passive, two-terminal 
electrical network (e.g., a resistor) at equilibrium produces a noise current with the spec
tral density 

SlJ) = 4kT Re ( Y(f) } (16) 

when its terminals are shorted together (Nyquist, 1928). Re( Y(f)} is the real part of the 
admittance of the device. For a resistor, Y = IIR; thus, the spectral density is inversely 
proportional to the resistance. 

On the other hand, the voltage noise in a device of impedance 2 (2 is the reciprocal of 
Y) is given by 

Sv(f) = 4kT Re (2(f) } (17) 

This is the spectral density of the voltage noise present at the (open-circuited) terminals of 
the device. Equation 17 explains, for example, why a high-resistance microelectrode gives 
a noisy voltage recording. 

Depending on one's point of view, either equation 16 or equation 17 can be used to 
characterize the noise in the I-V converter. For now, let us ignore C, and assume once again 
that the op-amp provides stable and rapid feedback response, as we did in Fig. I C. If we 
are interested in the noise at the output, equation 17 is then the relevant expression. Since 
by the action of the op-amp the output voltage is just the voltage drop across R" the noise 
in the output voltage is given by equation 17 and is larger when R, is chosen to be large. 

Another, more useful approach is to ask what current noise, when presented at the input 
of the I - V converter, would give rise to the observed output voltage noise. To calculate this, 
we make use of the following theorem (see, for example, Papoulis, 1965, p. 347). Suppose 
a fluctuating signal x(t) is processed by a linear network (an amplifier, an impedance, etc.) 
having a transfer function H(jw) to yield an output y(t). Then the spectral density Sy of y is 
related to the spectral density S. of x according to 

(18) 

In the present case, the transfer function between the input current and output voltage 
is just H = R" so that the relationship between the spectral densities is found to be 
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(19) 

where S, is the current noise, referred to the input. Even though Sy increases with Rr, the 
effective current noise decreases as Rr increases. In the general case in which the feedback 
element is not a pure resistance, equation 16 is the correct expression for S,. 

An expression for the effective input current noise density S, is useful mainly because 
the rms background noise 0'0 can be computed from it. (O'n is, by definition, also the standard 
deviation of background noise fluctuations.) The noise level observed at the output of a 
recording system depends on its overall frequency response. If we let T(f) be the transfer 
function of the system, including the various amplifier and filter stages, the noise variance 
0'02 is given by 

(20) 

An important special case is when T(f) is unity at low frequencies but shows a sharp cutoff 
at some frequency !C. If S, is independent of frequency, then 0'.2 = 1.5,. In the case of a pure 
resistance, the rms noise current can be written, using equation 19, as 

(21) 

The rms noise is seen to increase as the square root of!c and inversely as the square 
root of Rf • Thus, for low noise, a high value of Rr is desirable. Table I gives spectral densities 
and 0' n values for various values of Rr• 

As was pointed out in Section 2.3, the feedback resistor in the I-V converter cannot be 
considered as a pure resistance but has appreciable stray capacitance. A parallel combination 
of a resistance R and a capacitance C (Fig. 5A) gives the complex admittance. 

Y = llR + jWC (22) 

The real part of Y is therefore just lIR. The capacitance modifies the frequency response of 
the I-V converter, but it causes no change in the current noise as referred to the input 
(equation 16). 

If the stray capacitance has some resistance in series with it (as in Fig. 5B), the noise 
situation changes dramatically. In this case, we can write 

R(fi) 
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"Noise amplitude is expressed as the spectral density S" its square root, and the DDS current noise a, for a I-kHz bandwidth. 
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Y = llR + Y. (23) 

where Y. is the admittance of the series combination of R. and CI , 

y. = jfJ)C. 
• 1 + jfJ)R, C. 

(24) 

The real part of Y, is 

which approaches the value 1IR,. as fJ) -+ 00. At low frequencies, the current spectral density 
from the entire admittance Y is that characteristic of the resistance R,. At higher frequencies, 
the spectral density rises and approaches a final asymptotic value characteristic of the parallel 
combination of R. and Rr• If R. is much smaller than Rr, the increase in noise can be significant. 

Practical high-value resistors usually have a distributed stray capacitance that causes 
excess noise like that just described. If the capacitance were distributed evenly (Fig. 5A), 
there would be no excess noise because the admittance is of the same form as equation 22. 
The unevenly distributed capacitance that is usually present gives rise to one or more 
frequency-dependent admittance components of the form shown in equation 24. 

3.2. Noise in the AmpUfier 

In addition to the thermal noise in the feedback resistor, there are several important 
noise sources in the I-V converter that are associated with the operational amplifier itself. 
An op-amp typically consists of two or more amplifying stages in cascade. If the first stage 
has a relatively large gain, the noise contributions from subsequent stages, when referred to 
the input, can usually be neglected. The main noise sources in the op-amp used in an I-V 
converter are mainly determined by the properties of the amplifying device in the first stage, 
which is usually a field-effect transistor (PET). 

A FET can be thought of as a conducting "channel," the effective width of which is 
varied by the electric field set up by a "gate" electrode (Fig. SA). In the N-channel FET 
shown, the channel is a potential well in which electrons are free to carry current between 
the source and drain electrodes. Imposing a negative voltage on the gate restricts the width 
w of the channel and therefore controls the flow of current. Beyond a certain "pinch
off voltage" Vpo (typically -1 to -5 V), the channel ceases to exist, and current flow 
effectively stops. 

The use of the FET as an amplifier is illustrated in Fig. SB. The battery V. sets the 
operating current IDO in the FET: increasing V, makes the gate more negative, reducing the 
drain current. The input voltage Vi. that is applied to the gate also modulates the drain current. 
An important parameter describing the FET as an amplifier is the variation of the drain current 
that results from small gate voltage changes. This parameter gr. has units of conductance and 
is commonly called the ''transconductance'': 
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Figure 8. A: Cross section of an N-channe1, junction FET. A layer of N-type silicon (having free electrons 
as charge carriers) serves as the channel. A negative voltage applied to the P-type gate layers broadens the 
depletion regions (where there are no charge carriers) at the expense of the channel width. Under "annal 
operation, the drain voltage is more positive than the source; this results in wider depletion regions and a 
narrower channel near the drain. which in tum tends to make the drain current insensitive to the drain voltage. 
B: A simple FET amplifier. The input voltage applied to the gate controls the drain current, which in tum 
determines the voltage drop across RL• 

(25) 

The output voltage of the amplifier can then be written as 

v,"' = Voo - RL(/DO + gr, \Ii,) (26) 

where we have made use of the property that, for typical operating voltages, 10 is essentially 
independent of the drain Voltage. The voltage gain of this amplifier is then 

In a typical situation with lDO = 1 rnA, gr, = 2 mS, and RL 
voltage gain is 10. 

(27) 

5 kD, the magnitude of the 
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In normal operation no current needs to flow between the gate and the channel, because 
it is the electric field that controls the drain current. (Current does flow to charge and 
discharge stray capacitances when the voltages change, however.) In practice, the PN junction 
between the gate and channel has a leakage current I., which, in the FETs commonly used 
for patch-clamp amplifiers, is usually in the range of om to 1 pA. A steady current of this 
magnitude is not serious and can easily be compensated. However, the leakage current is 
temperature dependent, with a QIO of about 2, so it can give rise to slow drifts in high
resolution recordings. 

The gate current also is noisy because it is carried by isolated, thermally generated 
charge carriers. This "shot noise" has the spectral density 

(28) 

where q* is the effective charge of the carriers (approximately the elementary charge, 1.6 
X 10-19 coulomb). Shot noise in the gate current can be a significant noise source, since the 
noise spectral density from a 5-pA current is the same as that from a 10-00 resistor. 
Therefore, some care is needed in choosing the particular FET type for low Ig• Also, the 
particular operating conditions are important: Is increases steeply with drain voltage and also 
depends on the drain current. 

Another noise source that becomes very important at high frequencies arises from 
thermal noise currents in the conducting FET channel. This noise has two effects. First, the 
resulting fluctuating voltages along the channel are coupled capacitively to the gate electrode, 
yielding an additional fluctuation in the gate current. The second effect, which is more 
important for our purposes, is that the drain current fluctuates when the gate voltage is held 
constant. This current has a spectral density like that of a resistor with value lIgfs (Van der 
Ziel,1970) 

(29) 

in which the constant nd is approximately unity. The fluctuating drain current can be referred 
back to the input, where it is equivalent to a fluctuating gate voltage. To obtain the voltage 
spectral density, SId is divided by ,fr, to give 

(30) 

This is the FET's voltage input noise spectral density. It is usually specified on transistor 
data sheets as the square root, en = S~~ and is usually expressed in units of nanovoltslHertz"2. 

This input noise voltage is negligible in itself (it is only a few nVlHzl12). Its importance 
has to do with the charging currents that flow in the various input capacitances to cause 
them to follow this noise voltage. Figure 9 shows this situation in an I-V converter circuit. 
Suppose Id shows a transient increase 8, because of the thermal noise source in. To counteract 
this, the rest of the I-V converter's feedback loop will act to bring the gate voltage more 
negative by the amount 8/g,.. To do this quickly, a considerable current must be forced 
through R, to charge the various capacitances associated with the input. * Part of this is the 

*Note that any driven shielding or other tricks to synthesize a lower apparent input capacitance will not 
reduce this "noise charging current" because the fluctuations arise in the PET itself. The only effective 
driven shielding would make use of an additional, parallel amplifier having a lower noise voltage. But it 
would be better to use such an amplifier as the main one in the first place. 
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Figure 9. Model of noise effects in the I-V converter. Thennal noise in the PET channel is represented by 
the current generator in. Cp is the capacitance of the pipette and holder, and C .. and Cp are the internal 
capacitances of the PET. 

input capacitance of the PET itself, Cis which can be thought of as the parallel combination 
of the gate-source capacitance C .. and the "output" (gate-drain) capacitance Cos. Also included 
is the capacitance Cp, which includes contributions from the input connector, the pipette 
holder, and the capacitance of the pipette itself. 

The spectral density of the fluctuating current caused by the PET input noise voltage 
is given by 

(31) 

where Ct is the total input capacitance. This "enCt noise" is the dominant noise source in the 
I-V converter at higher frequencies. In a fairly good I-V converter having Sv = 9 X 10-18 

V21Hz (i.e., en = 3 nVIHzII2) and Ct = 15 pF, the noise from this mechanism equals that of 
a 10-0.0. resistor at f = 5 kHz. 

Commercially available PETs generally show higher noise levels than would be expected 
from equations 28 and 30 because of noise from other sources. For example, a significant 
amount of noise can come from the transistor package itself. Plastic transistor packages show 
considerable leakage conductance and dielectric noise and are not suitable for picoampere
level input circuits. The glass-and-metal transistor packages have very low leakage conduc
tances but can be noisy. The problem appears to be dielectric relaxation in the glass seals 
around the wire leads, and the noise is largest when the lead spacing is small. Figure lOA 
shows the spectrum of current noise from one lead of a TO-71 package, the package in 
which the popular NDF9406 and U401 series dual FETs are supplied. Noise from the package 
rises with frequency and is comparable to the total current noise from the unencapsulated 
U401 device alone in the range 1-10 kHz. The larger TO-78 and TO-99 packages (used for 
the U421 and U430 series dual FETs) have a noise spectral density that is lower by at least 
a factor of 2 and can be neglected for some purposes. 
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Figure 10. Current noise spectra. A: Spectral density of the noise from one lead of a TO-71 header. The 
top of the transistor package was sawed off, the internal bonding wires were removed, and the package was 
grounded. The spectrum shown is the difference with and without one lead connected to the input of a patch 
clamp amplifier (List EPC-5). The straight line corresponds to a spectral density proportional to/. B: Input 
current noise measured in an /-V converter using a U430 dual PET and a 30-GO feedback resistor. The total 
high-frequency noise in this circuit is actually less than the noise in A. The curve is drawn according to Sf 
= 0.87 X 10-30 (I + f/I()'l Hz) Al/see. 

Table IT summarizes the relevant properties of some PET types that are suitable for use 
in I-V converters. These are all dual PETs, since matched pairs of transistors are useful for 
making amplifiers with low offset voltages (see Section 3.3). The U421 has a very low gate 
current and is suitable for measuring very small, slow currents. Its considerable voltage noise 
makes it inferior to the other transistor types for frequencies above about 500 Hz. 

The NDF9401 transistors specified by Hamill et al. (1981) are no longer available. The 
same devices are available in TO-71 packages as the NDF9406 series; however, generally 
better noise performance can be obtained from the U401 because it has a higher gfs and 
lower en. The gate leakage current of the U401 is relatively low provided that the drain 
voltage is kept at about 6 V or less. 

The U430 gives the best high-frequency noise performance, partly because it is in the 
larger TO-99 case but also because en is low and decreases even further with frequency 
above 1 kHz. Its gate current is larger, but gate currents below 0.5 pA can be obtained in 
selected devices operated at low drain voltages (2-4 V). 

Table II. Noise-Related Parameters for Dual FET Types That Are Suitable for Patch-Clamp 
I-V Converters" 

I. S .. en C .. Typ.Id Typ.Id 

(PA) (mS) (nV/HzI12) (pF) (mA) (V) Case 

U421 0.05 0.3 10 3 0.1 6 TO-78 
NDF9406 0.3 2 4 10 1.0 5-10 TO-71 
U401 0.3 3 3 10 2.0 5 TO-71 
U430 1.0 8 2 13 3.0 3 TO-99 

"Parameters for the U421 were obtained from the manufacturer's specifications; the others are based on the author's 
measurements and are "typical" values for one side of the dual PET. Typ. 1. and Typ. I. are typical operating conditions 
for low noise. Low drain voltages and currents allow low I. levels to be obtained for the U401 and U430. whereas use of 
relatively high I. values decreases e, in the NDF9401 and U421; Cn was measured at I kHz. C .. (measured at I kHz) 
appeared to be higher than specified by the manufacturers. Devices that were tested were NDF9401 and U401 from National 
Semiconductor and U430 from Silicooix. The U421 is made by Siliconix. 
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3.3. Example of a Low-Noise Amplifier Design 

A simple design for a complete FET-input amplifier is shown in Fig. 4 of Hamill et al. 
(1981). A similar but slightly more complicated circuit is shown in Fig. 11 and will be 
analyzed in detail. Basically, a U430 dual FET (Q2) is used in a differential preamplifier, 
the output of which is amplified further by the conventional op-amp AI. Transistor Ql acts 
as a current source for the FETs, while Q3 and Q4 set the drain voltages and isolate the load 
resistors R5 and R6 from the drains. 

The differential amplifier configuration is a simple solution to the problem of setting 
up the operating conditions for an FET, such as determining the source voltage V. (see Fig. 
8B). In the differential amplifier, Q2B in effect sets V. for Q2A (and vice versa) such that 
the total current flowing through QI is divided between the two FETs. When both input 
voltages V ref and ~n are equal, equal currents should flow and develop equal voltages across 
the load resistors R5 and R6. 

A disadvantage of the differential amplifier is that the total input voltage noise variance 
is the sum of the contributions from each FET. The induced enCt noise has less than twice 
the variance, however, because only part of the input capacitance of Q2A needs to be charged 
by voltage noise arising in Q2B. Nevertheless, some improvement can be obtained by 
decoupling Q2B, for example, with large capacitors. 

In the current source, a voltage divider (R2 and R3) determines a voltage to be imposed 
across the scaling resistor Rl. For the particular values shown, the voltage is about 90% of 
the negative supply voltage minus one diode drop (about 0.7 V). The current flowing through 
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Figure 11. Schematic diagram of a composite op-amp connected as an I-V converter. Transistors QI, Q3, 
and Q4 are 2N4401 (Motorola), and Q2 is a U430 dual PET (Siliconix). Op-amp AI is an LF356 (National 
Semiconductor). Potentiometer R4 is adjusted for the best noise level consistent with a low input current 
and is usually set for a drain voltage of about 3 V. 
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Rl to maintain this voltage, minus about 1 % that is lost as base current, appears at the 
collector of Q1. The total current is 6 rnA (i.e., 3 rnA for each half of the dual FET) and is 
very insensitive to the voltage at the collector. The bypass capacitor Cl reduces the effect 
of noise in the -12 V supply. 

Transistors Q3 and Q4 act as common-base amplifiers, coupling the drain currents to 
the load resistors R5 and R6 while keeping the drain voltages constant at the level determined 
by R4. This is a convenient way to set the drain voltage for the best noise performance. 
Also, Q3 and Q4 isolate the FET drains from voltage noise in the load resistances. R5 
develops a considerable noise voltage (6 nV/Hzln), which, if coupled through the gate-drain 
capacitance Cos of Q2A, would become a significant part of the input current noise at high 
frequencies. The particular transistor type used (2N4401, Motorola) has the much lower 
voltage noise of about 1 nV/Hzln at the operating current of 3 rnA, making this noise source 
insignificant. Capacitor C2 filters the Johnson noise of R4 and noise on the + 12 V supply, 
which otherwise would be coupled into the drains. 

The presence of Q3 and Q4 is not as important when FETs with lower Cos are used. 
For the U401, which has Cos = 3 pF (instead of -6 pF in the U430), the simpler circuit 
shown by Hamill et al., gives similar performance when the current-source (8.2 kO) and 
load (10 kO) resistors are reduced to increase the operating current from 0.5 to 1-2 rnA. 
The NDF9400-series transistors have an additional, internally cascode-connected FET pair 
that serves the same purpose as Q3 and Q4, making them unnecessary. 

The common-mode rejection and amplifier input capacitance properties could be 
improved by driving the bases of Q3 and Q4 from a voltage referred to Vrer or to I •. The 
derived voltage would have to have very little noise, however, to avoid losing the noise 
advantage of having Q3 and Q4 in the first place. 

The voltage gain of the entire preamplifier is Av = gr.RL, which is equal to about 12 in 
this circuit. Thus, the input voltage noise of -2 nV/Hzln is magnified by this factor, and 
the following amplifier stages need only to have voltage noises smaller than about 24 nVI 
Hzln. This requirement is readily met by commercial op-amps, for example, the LF356 
(en = 12 nV/Hzln at I kHz) and the NE5534 (4 nV/Hzln). 

Because of the extra gain from the preamplifier, some thought has to be given to 
stabilizing the feedback loop around the composite amplifier. The bandwidth of the preampli
fier extends well beyond 10 MHz, so extra phase shift is not a problem. The only requirement 
is to reduce the overall gain at high frequencies so that the loop-closure frequency (at which 
the gain of the amplifier equals the loss through the feedback network) is less than AI's 
stable unity-gain bandwidth WA. The loop closure frequency ~ is just IIT2 (see equation 8), 

(32) 

where Cin is the sum of the extrinsic input capacitance (pipette, etc.) and the input capacitance 
of the amplifier, which is approximately equal to Cos. 

If W2 is too large, the best way to reduce it is to introduce the equal-valued capacitors 
C3 and C4, which provide local feedback around the op-amp, reducing the gain without 
degrading the noise performance. With them, the op-amp becomes an integrator having a 
time constant Ta = R6·C3. Provided that T. > lIwA, i.e., that the capacitors actually slow 
down the amplifier, the loop-closure frequency becomes 

Av Cr 
~=-

Ta Cr + Cin 
(33) 
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In practice Cf is usually very small « 0.1 pF) compared to Cin (5-10 pF), making ~ ~ WA, 

so that C3 and C4 are unnecessary. Stray capacitance, for example, between the output of 
Al and the noninverting input, sometimes causes high-frequency oscillations, however. These 
can usually be eliminated by including a small-valued (2-10 pF) capacitor as C3. 

When an I-V converter like this is built, special precautions need to be taken to avoid 
sources of excess noise. Most importantly, everything contacting the input terminal should 
have low leakage and dielectric noise. The insulation of the input connector should be 
Teflon® or some other hydrophobic, low-loss insulator. The FET input lead and feedback 
resistor leads should be soldered directly to the input connector and should not touch any 
other surface. Other components connected to the input, such as capacitor for injecting test 
signals, should be checked for their noise contributions. 

Consideration also should be given to noise from the power supply, which can result 
in an additional input voltage noise component. At low frequencies, the sensitivity to ripple 
on the supply lines is limited mainly by the matching of R5 and R6; for I % resistors, the 
supply rejection ratio is about 600, so that I mV of ripple on the -12 V line would cause 
1-2 /-LV of input voltage variation. Low-frequency voltage noise is not important except 
when the pipette tip is open (i.e., not sealed), in which case a few microvolts is acceptable. 
Above a few hundred Hertz, CI, C2, and C5 filter the supply-line noise, but it is still a good 
idea to have the supply voltage noise below I /-L VIHZlfl. Most integrated-circuit regulators 
meet this requirement. 

Shielding the feedback resistor requires special attention. The most important factor is 
that no signals are coupled capacitively to the middle of the resistor. The capacitance from 
the middle of the resistor to the shield itself should also be kept small. For normal-size 
resistors (1-2 cm long), a suitable arrangement is to surround the resistor with shields 
spaced 2-5 mm away from the resistor body. The shields are best driven from Vre/" Several 
commercially available patch-clamp amplifiers use a hybrid integrated circuit for the critical 
components in the input stage, such as the input FET, feedback resistors, and switching 
FETs. The hybrid IC in the EPC-7, for example, uses a quartz substrate and is installed in 
a package with borosilicate glass feedtbroughs. The hybrid allows the use of small chip 
resistors having low capacitance, simplifying the problem of resistor shielding. 

3.4. Summary of Noise Sources 

Figure 12 compares the spectral density of background noise in actual patch recordings 
with the noise of a resistor-feedback amplifier (EPC-7) and a capacitor-feedback amplifier 
(Axopatch 200B). In recordings using a conventional borosilicate-glass pipette (open circles) 
the spectral density caused by the pipette and other sources is considerably larger than the 
EPC-7 noise. However, when quartz pipettes are used and careful attention is given to the 
pipette holder, Sylgard coating, and pipette immersion, the noise can be reduced to be 
comparable to that of the capacitor-feedback amplifier (closed circles). The residual noise 
sources remaining under these conditions have been analyzed by Levis and Rae (1993). 
Noise sources are also discussed by Benndorf (Chapter 5, this volume). 

The advantage of the capacitor-feedback amplifier is seen to be greatest at low frequen
cies, where the thermal noise of the resistor predominates (along with the shot noise in the 
gate leakage current of the input FET). The resistor noise increases with frequency because 
of distributed capacitance, but at frequencies above 10 kHz the disparity between resistor
and capacitor-feedback amplifiers becomes smaller as the amplifier's enCt noise predominates. 
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Figure 12. Total background noise in patch recordings (symbols) and the contributions of patch-clamp 
amplifiers (solid curves). The open circles show the spectral density in a randomly selected recording from 
the experiments of Sine et aL (1990). in which Sylgard-coated pipettes made from Coming 7040 glass were 
used with an EPC-7 amplifier in its 50·00 range. The solid circles plot the spectral density given by Levis 
and Rae (1993) for their "typical" recording situation using Sylgard-coated quartz pipettes and a 4O-G0 
seal. Data for the Axopatch 200B amplifier spectrum are also from Levis and Rae (1993). 

4. Capacitance Transient Cancellation 

4.1. Overload EtTects in the Patch Clamp 

Step potential changes can be applied to membrane patches or (in the whole-cell recording 
configuration) to entire cells by applying a step command voltage as the reference voltage 
V",f of the I-V converter. The converter in tum causes the pipette voltage Vp to follow V"". 
forcing any necessary currents through the feedback resistor to bring Vp to the correct level. 
The currents that flow in charging the pipette capacitance Cp (typically 2 pF or more) are 
typically some nanoamperes in magnitude, very large compared to single-channel currents. 
The large currents cause two problems. First, they generally exceed the linear range of the 
recording device (e.g., tape recorder or AD converter). This means that for a short interval 
after a voltage step, the membrane current information is lost. Second, if the current pulse 
is large enough to drive amplifiers within the patch clamp into saturation, serious distortions 
of the current monitor signal can persist even for several milliseconds after the current pulse 
is over. 

The worst thing that can happen is that the I-V converter op-amp goes into saturation. 
Because no feedback is then possible. the pipette is no longer voltage clamped but sees the 
high impedance of the feedback resistor. The current monitor signal shows a large steplike 
response, the total duration of which equals the saturation time (trace 3 of Fig. 13). 
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Figure 13. Response of a patch clamp to large 
transient currents. Current pulses with time con
stant 80 J.Lsec and peak amplitudes of 1.3 nA (trace 
I), 3.3 nA (trace 2), and 16 nA (trace 3) were 
applied to the input of a List EPC-5 patch clamp, 
which has R, = lOGO and a maximum VOUT = 11 
V. In trace I, the current was recorded faithfully; in 
trace 2 the frequency-compensation circuit satu
rated. Trace 3 shows the initial saturation of the 
frequency-compensation circuit followed by a 
plateau during which the I-V converter remains 
in saturation. 

To determine whether a given voltage step will cause saturation, we notice ftrst that 
the rapid charging currents will flow primarily through the stray capacitance Cf rather than 
through the feedback resistor itself. The output voltage therefore shows an initial step of 
magnitude Vou! = V..r [(CICf) + 1]. Slower currents, such as those arising in whole-cell 
clamp from the cell capacitance, must also be small enough to be passed through the feedback 
resistor. With a IO-GO resistor and a 10-V maximum output voltage, the largest current that 
can be passed, for times longer than about Th is 1 nA. 

Even when the I-V converter does not saturate, the frequency-compensation circuit 
recovers slowly if it is driven into saturation by a large current transient. It remains in 
saturation (trace 2 of Fig. 13) until its output has the same area as the "unclipped" waveform 
would have had, but after recovery the signal shows no distortion. 

4.2. Fast Transient Cancellation 

The stray capacitance to be charged can be reduced somewhat by the use of shielding 
driven from V..r; alternatively, V..r can be kept constant, and command pulses be applied to 
the bath. The capacitance of the pipette wall remains, however. The best way to avoid 
overload effects causes by this residual capacitance is to charge Cp by a separate pathway. 
Figure 14A shows the basic circuit. At the same time that a voltage step is applied as V..r, 
current is injected through Cj to bring Vp to the correct voltage. The gain AI of the amplifter 
is made adjustable to allow a range of Cp values to be compensated. If AI is adjusted so that 

(34) 

then no capacitive current need be supplied by the I-V converter, and no capacitance transient 
will appear in the current monitor signal. 

In practice, the temporal response of the I-V converter and of AI are not matched 
perfectly. This causes a biphasic current to flow in the I-V converter even when equation 
34 is satisfted. The amplitude of this error current depends on the rate of rise of the command 
voltage, so it is advantageous to "round off" the command by ftltering. The response times 
of the two pathways can be better matched by including delays in one or both of them. 
Figure 14B shows one way of doing this. A ftxed time constant of 0.5 IJ.sec in Vref is matched 
by a variable time constant in the cancellation pathway. (In this circuit, the I-V converter 
loop time constant T2 and the time constant of the amplifter are both assumed to be smaller 
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Figure 14. A: Basic fast transient 
cancellation circuit. The command 
signal. scaled by the noninverting 
amplifier AI is used to inject current 
through Cj • B: Addition of filtering 
to allow the response times of the 
/-V converter and the cancellation 
circuit to be matched. 
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than 0.5 /Josec.) The time constant of "rounding." 10 /Jos, is chosen to be much longer than 
the others. This simplifies the matching. since the effect of the short time constants on such 
a rounded waveform (essentially a simple time delay) is indistinguishable from the effect of 
the higher-order amplifier responses. 

An added advantage of employing capacitance-current cancellation is that it reduces 
the effect of a noisy stimulus. In the same way that currents caused by voltage steps are 
canceled, currents caused by noise in the stimulus voltage. which would appear as Cp is 
clamped to Vre" are also canceled by the second pathway. It should be noted that noise 
introduced within the second pathway, such as in the amplifier, is not canceled, however. 
Care should be taken to keep the amplifier output voltage noise, scaled by Ci, smaller than 
the e.Ci• current noise of the I-V converter. 

4.3. Slow Transient Cancellation 

For whole-cell recording, it is useful to cancel the currents caused by the charging of 
the cell membrane capacitance Cm• Since the capacitance is charged through a substantial 
series resistance R.. the charging current caused by a potential step A V ref does not flow 
instantaneously. Instead. the current transient is exponential, having the amplitude AV...IR. 
and time constant R'.Cm• where R'. is the parallel combination of R. and the membrane 
resistance Rm. Since Rm is usually several orders of magnitude larger than R •• we ignore Rm 
and set R'. = R •. 
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By analogy to the circuits of Fig. 14, the slower transient current could be canceled by 
introducing a resistor in series with Cj • An equivalent, but more practical, technique is to 
drive Cj with a low-pass filtered waveform, which can be added to the fast-compensation 
signal (Fig. 15). The time constant of the simple fJlter would be set equal to R.Cm• and the 
gain A2 would be chosen according to the ratio Crr/Cj • 

To see how this works, we consider the transfer functions. The relationship between 
the pipette current Ip and the voltage Ip is the admittance of the R.Cm combination (compare 
equation 24), 

(35) 

The ""transfer admittance" giving the ratio of the injected current Ij to V cmd is the product of 
the admittance of Ci (which is just SCi), the amplifier gain Aa, and the low-pass fJlter's 
transfer function, 

(36) 

where 'Tsc = RaCa is the time constant of the fJlter. By proper choice of A2 and TSC, the two 
admittances (equations 35 and 36) can be made equal, and cancellation will result. Once 
again, the mismatch in response times of Aa and the I-V converter introduces an error, but 
this is usually insignificant because Tsc is typically much longer than the response times. 

s. Series Resistance Compensation 

The patch recording configuration provides a nearly ideal voltage-clamp situation for 
single-channel currents. The access resistance to the membrane patch is typically 2-10 MO, 
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Figure 15. Slow-capacitance cancellation. The command and reference voltage Vref is filtered with a time 
constant R1C1 chosen to be equal to R.Cm• After amplification, this signal is summed with the fast-capacitance 
signal and injected through Cj. 
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and the patch capacitance is <0.1 pF, yielding a charging time constant of 1 J.Lsec or less. 
This is the time constant for charging of the patch membrane when a potential step is applied 
to the pipette, and it is also the time constant of the pipette current arising from a step change 
in patch current. The voltage errors are also very small: a 100pA channel current causes a 
voltage drop of at most 0.1 m V in the series resistance. 

The situation is very different in the case of whole-cell recording. Instead of the patch 
capacitance, the entire cell's membrane capacitance contributes to the charging time constant. 
For a spherical cell, the approximate capacitance em (in picofarads) is related to the diameter 
d (in micrometers) by em = 1Td21100, so that a 20-J.LID cell has a capacitance of 12 pF (or 
more, if the membrane has substantial infoldings). The access resistance is often higher, 
typically 5-20 Mil, so that time constants of several hundred microseconds are common. 
Voltage errors can also be considerable, since whole-cell currents larger than 1 nA are typical. 
These currents can cause errors of tens of millivolts in the membrane potential. 

In series-resistance (R.) compensation, the voltage error caused by. the access resistance 
is estimated electronically, and a correction is made to the voltage applied to the pipette 
(Fig. 16A). This technique can reduce the apparent access resistance by a factor of 5 or 10. 
The maximum practical level of compensation is limited, as we will see, by the bandwidth 
of the current-measurement circuitry and by the precision of the fast transient cancellation. 

5.1. Theory 

The basic principle is the same as that commonly used in other voltage-clamp schemes 
(Hodgkin et al., 1952). The current monitor signal is scaled by a variable factor and added 
to the voltage command, with the polarity corresponding to positive feedback. In many 
voltage-clamp configurations, the effect of the compensation on the stability of the voltage
clamp feedback loop has to be taken into account (see, for example, Sigworth, 1980). In the 

Figure 16. A: Diagram of R. compen
sation. A fraction of the current monitor 
signal is added to the command, giving 
positive feedback. B: Transfer-function 
representation of the circuit in A. 
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present case, the pipette voltage is clamped by the I-V converter, which acts on a very short 
time scale compared to the charging time. This means that the R. compensation feedback 
loop can be studied without concern about interaction. 

For simplicity, we assume that the membrane resistance Rm is very large compared with 
R •. For the purpose of analyzing the dynamics of the feedback loop, Rm can then be ignored. 
A symbolic representation of the system is shown in Fig. 16B. The command signal Vcmd is 
summed with the compensation signal to form the pipette potential Vp. This is filtered by 
the access time constant Ta = R.Cm, yielding the true membrane potential Vm• The resulting 
pipette current is Cm times the time derivative of Vm; it is converted to a voltage according 
to the transfer function ZA of the I-V converter and associated circuitry. This current monitor 
voltage VIM is then scaled by a factor k to form the compensation voltage. The product kZA 
represents the entire frequency-dependent pathway between pipette current and compensation 
voltage and has units of impedance. 

The transfer function of the entire feedback loop, relating V m to V cmd, is given by 

1 
=---~---

s[R. - kZA(S)]Cm + 1 
(37) 

If kZA is independent of s and approaches R. from below, T(s) approaches unity for all values 
of the frequency variable s. In practice, ZA is frequency dependent, reflecting the limited 
bandwidth of the current-measuring circuitry. Taking as a simple case a single-time-constant 
rolloff with time constant Tz and letting a be the "fractional compensation," we have 

aR, 
kZA(s) = + 1 

TzS 
(38) 

and 

(TZS + 1) 
T(s) = "7"---'--"---"---

s"TZCa + s(1 - alTa + 1 
(39) 

The term TzS in the numerator can usually be ignored. Putting the rest of equation 39 into 
the standard form for a second-order transfer function (equation 9) yields 

(40) 

Of importance here is the damping factor t: when it drops below unity, the response will 
overshoot. When a approaches unity (Le., complete compensation), t approaches zero. For 
nonovershooting responses, therefore, a is restricted to the range 

(41) 
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To compensate 90% of the series resistance, for example, the feedback time constant 'Tz must 
be 400 times shorter than 'Ta. For'Ta = 400 J.l.sec, the required 'Tz = 1 J.l.sec corresponds to a 
bandwidth of 160 kHz in the current-monitor circuitry. 

The transfer function ZA(S) shows at least a third-order rolloff in practical patch-clamp 
circuits, with one pole from the I-V converter and two more from the frequency compensation 
circuit (Fig. 4B). Equations 39 and 41 are nevertheless useful approximations when 'Tz is 
evaluated according to 'Tz = 1/(271'.fc) where .fc is the overall bandwidth of the current
monitor circuitry. 

Somewhat higher values of a can be used at a given overall bandwidth when ZA is 
specifically tailored for low phase shift in the vicinity of the frequency 'TO-I. One way to do 
this is to insert a phase-lead network into the feedback pathway. Another is to reduce the 
damping of the second-order pole in the patch-clamp response. The main second-order pole 
is in the frequency response correction circuit, where the damping is readily controlled (see 
Section 2.13). This reduces the low-frequency phase shift and gives rise to the surprising 
situation in which an underdamped element in the feedback loop contributes to the damping 
of the overall loop. These tricks may be of limited utility, however, because in practice a is 
often limited by the accuracy of the capacitance compensation, as is discussed below. 

The dynamics of R. compensation have so far been considered from the point of view 
of controlling the membrane potential. The relationship between the membrane current (e.g., 
arising from ionic channels) and the voltage at the current monitor output VIM is given by 

(42) 

where ZA(S) is again the transfer function of the current monitor circuitry. The same transfer 
function T therefore also describes the effect of series resistance and its compensation on 
the observed current signal. 

Finally, it is instructive to compare R. compensation in the patch clamp with capacitance 
neutralization in standard microelectrode recording. In the equivalent circuit in Fig. 17, Rc 
represents the electrode resistance, and Cin the total input capacitance. Letting Ct = Cin + 
C" the transfer function relating the electrode potential Vo to the membrane potential V m is 
(see GuId, 1962): 

Vo 1 
T CN = - = -=-=---------

V.. s[Ct - C,A(s)]R. + 1 
(43) 

which is seen to have the same form as equation 37. The requirements on the amplifier 
transfer function A(s) are therefore essentially the same as those for ZA(S). Thus, the well
known properties of capacitance neutralization circuits, such as ringing and oscillation at 
high neutralization settings, have their counterparts in R. compensation. 

Figure 17. Model of capacitance neu
tralization in microelectrode potential 
recording. Positive feedback is applied 
through C. to allow the electrode poten
tiall. to follow changes in the membrane 
potential Vm more quickly. 

>--~--"Vout 
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5.2. Effect of Fast Transient Cancellation 

The analysis of the preceding section ignored the effect of the fast capacitance Cp' which 
arises mainly in the pipette and holder and has negligible series resistance. In practice, the 
charging currents of this capacitance can be canceled almost completely by the circuit 
described in Section 2.3, and for proper R. compensation, this cancellation is important. 

Let C; be the residual fast capacitance (Fig. 16); C; can be either positive or negative, 
corresponding to the cases of under- or overcompensation, respectively. When its effects are 
included in the feedback loop, the transfer function becomes 

I 
T'(s) = -----------

[sCmR. + 1][ -sC; + 1] - sCmZc(s) 
(44) 

When C; is negative, it adds an additional phase lag to the R. compensation loop, slowing 
down and destabilizing the compensation. When C; is positive, it causes a phase lead, leading 
to increased overall damping. If C' p becomes too large, however, oscillation results. To avoid 
this, C; is restricted to IC;I ::5 TJR •. For a relatively fast R. compensation system with Tz = 
2 JJ.sec and R. = 10 Mn, C; must be smaller than 0.2 pF and is best kept in the range I C; I 
< 0.05 pF. This is actually achievable in practice: although the capacitance Cp is typically 
1-3 pF before transient cancellation, it can be made to stay constant within about 50 fF 
during an experiment. The most serious drifts would arise from changes in the capacitance 
between the pipette interior and the bath as the solution level is changed. Fortunately, however, 
the level of the meniscus around the pipette shank often does not change with small bath 
level changes, so that the capacitance is stable to within a few percent. 

It is therefore important that the fast transient cancellation be set correctly, especially 
when a fast R. compensation circuit is used. Slight misadjustment of the cancellation can 
improve the damping of the R. compensation, but this has the disadvantage of possibly 
causing a distOrtion of the clamped membrane potential. 

5.3. Incorporating Slow Transient Cancellation 

Cancellation of the membrane capacitance transients is especially desirable when R. 
compensation is used, because the compensation makes the transients shorter but larger in 
amplitude. These transients could be subtracted from the current monitor output signal, 
provided none of the amplifier stages are overdriven. Transient cancellation at the input as 
described in Section 4.3 is, however, preferable when the dynamic range is limited. 

The problem with combining transient cancellation and R, compensation is that the 
latter uses the current monitor signal as an estimate of the total pipette current in order to 
correct the pipette voltage. The transient cancellation circuit, however, injects a current into 
the pipette that does not appear in the current monitor signal. This current, l se, can be 
estimated, for example, by differentiating the voltage Vsc that is applied to the injection 
capacitor. Since the admittance of the capacitor Cj is sCh lse is given by 

lse = SCi Vse (45) 
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The way this signal is used is shown in Fig. 18. In this block diagram, the transfer 
function T sc represents the fIlter network R2Ca and the amplifier A2 shown in Fig. 15, so that 
T sc = A.J(TscS + 1), where Tsc = R2C2• The output of this network is applied to the injection 
capacitor Cj and at the same time to a differentiator whose scale factor is Cj times the amount 
of series resistance to be compensated, aRs. The result is added to the original command 
V cmd to form V' cmd' If V.DId is a voltage step, V~ has a large overshoot whose effect is to 
charge the membrane capacitance quickly. Because of the positive feedback through Tsc, the 
overshoot has an initial value (1 - ar l times the original step amplitude. 

The signal V~ then serves as the command for a conventional Rs-compensation system. 
If A2 and Tsc are adjusted correctly, and if k is adjusted simultaneously with a to provide 
the same degree of compensation, as in equation 38, the current to charge Cm will be exactly 
provided through the injection capacitor, and no current will flow into the /-V converter. If 
there is an error, or if there is an ionic current in the membrane, it will be clamped with 
compensated series resistance through the action of the feedback through V2• 

Other, simpler configurations, in which, for example, the network Tsc is driven from 
Vp instead of V.:m, do not provide proper R. compensation. The somewhat complicated 
configuration shown in Fig. 18 does, however, have an additional benefit. If Tsc is chosen 
to be equal to the charging time constant R.Cm, it does not need to be changed when the 
fractional R. compensation, a, is varied. As a increases toward unity, the actual charging 
transient is accelerated,· but at the same time, the additional positive feedback involving VI 
causes the injected current transient to be accelerated the same amount. The knobs that set 
the parameters for the slow transient cancellation therefore do not need to be changed when 
R. compensation is put into operation. 

A practical implementation of the slow-capacitance cancellation and R. compensation 
system is shown in Fig. 19. The three adjustments provided to the user are C-slow (allows 
the membrance capacitance Cm to be matched), G-series (to match the series conductance), 
and the fraction a of R. compensation. The G-series and a adjustments are dual potentiometers 
that adjust both the R. compensation (correction) pathway and the slow-transient cancellation 
circuitry (prediction pathway). The latter results in an overshooting command voltage that 
rapidly charges the cell membrane capacitance. The result is like that of the "supercharging" 

1 
ts.1 

I---.------t ... Current 
Monitor 
Output 

r 
'------c: ~ .... ~....-----_V-=~rncI=-------...... ---.....;O.:.....- Vcmd 

Figure 18. Combination of slow-capacitance cancellation and R, compensation. The slow-capacitance filter 
network Toe drives both the current-injection capacitor and a differentiating network (aR,se), which effectively 
computes the voltage drop across a resistor R. caused by the injected current. The modified command voltage 
V' cmd is applied to the remainder of the system (compare Fig. 16B). 
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Figure 19. Implementation of R, compensation and transient cancellation in the EPC-7 patch-clamp amplifier. 
The commanded pipette potential Vp is the sum of the series-resistance correction signal Vz and the modified 
command voltage V' ,mel' The voltage for slow transient cancellation is obtained from V' cmd through the state
variable loop encompassing A3, A4, and AS. The voltage VI that predicts the R. error caused by the injected 
current is obtained from the state-variable loop as well and is summed with the command in A2. Positive 
feedback through A2 and the state-variable loop results in an overshooting V' ,mol in response to a step V' ,md, 
resulting in "supercharging." The fast and slow transient cancellation circuits are shown using separate 
injection capacitors. With the values shown, the full-scale C-slow setting is 100 pF, and the maximum G
series setting is I J.LS. 

technique of Annstrong and Chow (1987). The current required to charge the membrane 
capacitance is delivered through a lO-pF capacitor into the input terminal, so that the charging 
current will not be sensed by the current-monitor circuitry. 

The EPC-9 computer-controlled patch-clamp amplifier uses a circuit similar to that in 
Fig. 19 to perform capacitance cancellation and R, compensation except that the variable 
elements in the circuit are multiplying digital-to-analogue converters, which are under com
puter control. A detailed description of the EPC-9 circuitry is given in Sigworth (1994); 
computer algorithms for automatically determining the correct settings of the capacitance 
cancellation and R. controls are described by Sigworth et al. (1994). 
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Chapter 5 

Low-Noise Recording 

KLAUSBENNDORF 

1. Introduction 

Any analysis of single-channel current events needs sufficient resolution of the signals from 
the background noise, which is accomplished by reasonable low-pass filtering. An increase 
of the recording bandwidth is therefore possible only if the background noise in the recording 
system is reduced. The background noise is determined in a complex manner by a number 
of individual noise sources. If these noise sources are uncorrelated, the standard deviation 
of the total noise is given by the square root of the summed squared standard deviations of 
the individual noise contributions, i.e., reduction of the largest noise contribution would 
cause the greatest reduction of the total noise. Hence, improved noise performance of patch
clamp amplifiers with integrated headstage technology may only be utilized if all additional 
noise contributions are reduced to a similar degree or, better, even more. 

In this chapter noise arising in the patch, the pipette, and the pipette holder is analyzed, 
and a strategy is derived to minimize the individual noise contributions. The patch pipettes 
employed were pulled from borosilicate glass, which is at variance to the approach of 
Levis and Rae (1992, 1993), who use quartz. The major factors that promoted low noise 
and stable recording were the use of thick-walled pipettes, exceptionally small pore diame
ters, and a low immersion depth. Though the exceptionally small pores were obtained only 
if the cone angle was very small and the pipette resistance correspondingly high, the RC 
noise generated by this resistance in conjunction with the distributed pipette capacitance 
remained reasonably low. The technique allowed recording at background noise levels of 
95-120 and 630-780 fA rms in a 5- and 20-kHz bandwidth (eight-pole Bessel filter), 
respectively. Based on noise measurements, the actual resolution limits of the single-channel 
open time are discussed as a function of the bandwidth and the unitary current amplitude. 

2. Types of Noise 

Any statistical fluctuation of current or voltage may be quantified by the variance (12, 

its square root, the standard deviation (1 (rms noise), or the power spectral density (power 
spectrum), which also considers the frequency (f) dependence. The variance is calculated as 
the integral of the power spectrum over a bandwidth lB. Table I summarizes relevant types 
of current noise in the patch clamp and also provides equations 1 to 9 for their description. 

KLAUS BENNDORF • Department of Physiology, University of Cologne, 0-50931 Cologne, Germany. 
Single-Channel Recording, Second Edition, edited by Bert Sakmann and Erwin Neher. Plenum Press, New 
York, 1995. 
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Equation 

SI(j) = 4 rCzpSv 

rJl(j) = ~ 7r2C'-NSv 
3 

SI(j) = 87rkTDCf 
a2(j) = 47rkTDCN 
SI(j) = 4kTIR 
rJl(j) = 4kTfeJR 
SI(j) = 2/q 
a2(j) = 2IqfB 
SI(j) = air 

(I) 

(2) 

(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 

"Relevant current noise arising in the patch, the pipette, the holder, and the headstage of the amplifier. The individual noise 
contributions are listed according to the frequency dependence of their spectral density SI(/)' C is a capacitance, Sv is the 
spectral density of voltage noise, cr(/) is the noise varianCe, which is the integral of Slover the bandwidth fa, D is the 
dielectric loss factor, R is a resistance, q is the elementary charge, I is a current, k is the Boltzmann constant, T is the 
absolute temperature, and a and b are the amplitude and the exponent of the Ilf noise, respectively. 

The types of noise considered in more detail below are (1) all current noise generated by 
thermal voltage noise, either in conjunction with a capacitance, inherent in a loss conductance 
(dielectric noise), or in a resistance (Johnson noise); (2) shot noise; and (3) lifnoise. In the 
table provided these types of noise are grouped according to their frequency dependence, as 
this is the characteristic information obtained from fitting wide-band power spectra. Several 
physically well-dermed types of noise increase theoretically either with.f if noise) or f if 
noise) or are independent off (flat noise); lifnoise, rising proportional to 1/f", with b being 
in the range of I, is physically less well defined. 

2.1. Current Noise Generated by Thermal Voltage Noise 

If a linear network has the complex admittance Y, the general relationship between the 
power spectrum of current noise SI and the power spectrum of voltage noise Sv is 

(10) 

Between the patch and the headstage, two different sources of thermal voltage noise exist. 
One arises in the field-effect transistor (FET) of the headstage and reacts with the network 
from the outside. The other source is generated in any resistance within the network. 

The main component of the FET voltage noise is independent off. In conjunction with 
any serial RC combination with the complex admittance 

y = jooC 
1 + jooRC 

(11) 
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IYI is approximately wC (w ~ lIRC; w = 27rf), and equation 1 in Table I follows directly 
from equation 10. This voltage noise generates current noise whose power spectrum rises 
approximately in proportion to fl. The capacitance C in equation 1 is the sum of all capacitance 
associated with the FET input. In the case of a capacitive feedback headstage, C sums from 
the gate-to-source and the gate-to-drain capacitance within the FET (10 to IS pF), all stray 
capacitance (1-2 pF), the capacitance of the injection capacitor (I pF), and the capacitance 
of the feedback capacitor (1-2 pF). Further capacitance from the holder and the pipette 
simply adds to C and reacts, together with all other capacitance, with the FET input voltage 
noise. Thus, noise introduced by the capacitance of the holder and the pipette is perfectly 
correlated with that of the other capacitance. The magnitude of voltage noise e. = Sv l12 of 
a good FET is on the order of 2-3 nVlHz'l2. These values correspond to a capacitive feedback 
headstage as used in the Axopatch 200A amplifier (Axon Instruments, Foster City, CAl. For 
a more detailed discussion of noise in the amplifier, the reader is directed to Sigworth 
(Chapter 4, this volume). 

Each open-circuited complex admittance Y generates voltage noise. The power spectrum 
of this voltage noise, the second source of voltage noise to be considered, is 

Sv = 4kT Re{ IIY} (12) 

Re{ lIY} is the real part of 1IY. This voltage noise generates current noise according to 
equation 10. Herein, Y may be (1) the admittance of an RC combination or network, (2) the 
conductance generated by lossy dielectric properties. and (3) a reciprocal ohmic resistance. 

The simplest case is a series combination of R and C, as it is approximately valid for 
the pipette resistance and the patch capacitance. The resulting noise can be quantified directly 
with equation 1. RC noise also exists in the immersed pipette tip. Here. however, the situation 
is more complicated because R is distributed in the pipette in a cable-like fashion, and this 
distribution must be known to calculate the admittance. In the limit w ~ 1/RC, the cable
like distribution of RC leaves the frequency dependence of this noise unaffected (S~fl). 
Further RC noise results from thin solution films. which may creep along the surface of the 
pipette wall either at the outside from the bath fluid or at the inside from the pipette fluid. 
The distributed resistance in the film generates noise in conjunction with the wall capacitance 
of the pipette. At the outside, coating with hydrophobic material as the elastomer Sylgard 
184® (Dow Corning Corp., Midland, MI) may drastically reduce this noise by preventing 
these films. Also. any thin conducting films may generate additional noise between the 
pipette and the holder or within the clefts of the holder. 

Thermal voltage noise is also generated by the loss conductance of a real dielectric, 
which is given by Y = wCD with D being the loss factor (also called dissipation factor). 
This loss conductance is frequency dependent. Inserting the loss conductance in equations 
12 and 10 directly yields equation 3. The power spectrum of the dielectric noise rises in 
proportion to f. It may be reduced either by choosing appropriate materials for the pipettes 
and the holder or by decreasing the capacitance C. 

In the simple case where IIY is a resistance R, equations 12 and 10 yield equation 5 
describing the lower-limit estimate of the thermal current noise in a resistor (Johnson or 
Nyquist noise). This noise is independent off(flat or white noise). It decreases with increasing 
R, and this is the reason for the dramatic noise reduction that occurs during gigaseal formation. 
Depending on the contribution of other noise sources, a resistance of the patch-seal combina
tion significantly higher than, e.g., 100 GO might become desirable in order to keep this 
noise source at negligible levels. 



132 Klaus Benndorf 

2.2. Shot Noise 

Shot noise is generated when charges flow across a potential barrier. This noise increases 
in proportion to the mean current I and the charge q of the particles. Equations 7 and 8 may 
be used as a rough description, thereby ignoring any specificity of the charge translocation 
processes. The elementary charge has been inserted for simplicity. Two shot-noise sources 
are present in the patch clamp. One is associated with the gate current in the FET and cannot 
be manipulated by the experimentalist. The other depends on the DC current through the 
patch-seal combination and may be minimized by a high seal resistance and the absence of 
membrane inherent charge-translocating mechanisms. 

2.3. 11f Noise 

This type of noise (also called "flicker noise") decreases with increasing frequency. In 
contrast to the previously described noise sources, its physical origin seems to be as heteroge
neous as the physical systems are where it was found. It is therefore likely that this noise 
does not have a unique origin (Dutta and Hom, 1981). Equation 9 is only a phenomenological 
description of its frequency dependence. The power b may adopt values either larger or 
smaller than 1. 1/j noise has been included in Table I because it generally dominates the 
noise spectra in the patch clamp at bandwidths below several hundred Hertz to 1 kHz. The 
holder- and the pipette-induced noise, in particular, may make large lif-noise contributions. 

3. A Strategy for Reducing Noise 

Several of the parameters determining noise listed in Table I are open to optimization: 
the total capacitance of the holder and of the nonimmersed part of the pipette, the capacitance 
of the immersed pipette tip, the pipette resistance, and the dielectric loss factor of the pipette 
glass and the holder material should be minirnzed. At the same time, the seal resistance 
should be as large as possible, and all types of thin films at the pipette and the holder should 
be avoided. 

Let us specify now what can be done practically with respect to each of the points listed 
to achieve low-noise recordings over a wide bandwidth. For comparison with the measured 
noise, the theoretical data, calculated with equations (1-8), must be corrected because they 
are valid only for an ideal filter in which the transfer function is 1 at/:5 Is and 0 atl > Is. 
The transfer function in real filters, however, is smooth, and the bandwidth Is is regularly 
related to the - 3 dB value (cut-off frequency fc). The nonideal transfer function makes the 
total noise exceed that of the theoretical predictions. All theoretical noise data are therefore 
corrected by factors specific for an eight-pole Bessel-filter (flat noise 1.04, I noise 1.3, f' 
noise 1.9). 

3.1. Holder and Pipette Capacitance 

Commercial unshielded polycarbonate holders have a capacitance of 1-1.6 pF; the 
holder used here was both shorter and thinner (Benndorf, 1993). Its capacitance was 
0.52 pF. The pipettes were as short as 8 mm and had a capacitance with the tip above 



Low-Noise Recording 133 

the bath of 0.16 pF compared to 0.57-0.60 pF measured in pipettes with the usual length 
of 42 mm. Minimization of the capacitance by using a smaller holder and short pipettes 
approximates the total capacitance reacting with the FET input to the inherent capacitance 
of the headstage and, according to equation 1, thus minimizes the r noise. 

3.2. Capacitance of the Immersed Pipette Tip 

The capacitance of the immersed pipette tip is treated separately from the previous 
section because, under the conditions described here «0.1 pF), its noise contribution in 
conjunction with the FET input voltage noise is negligible. On the other hand, this capacitance 
is very important for the magnitude of the distributed RC noise and the dielectric noise in 
the tip (equations 1-4). The total capacitance of the immersed tip is 

(13) 

where Eo is the vacuum permittivity (8.854 X 10-12 CNm), E the dielectric constant, depending 
on the glass type, I the immersion depth, and do and d j are the outer and inner diameter of 
the pipette, respectively. It is noteworthy that Cp does not depend on the particular shape of 
the pipette tip but only on the ratio d,#, which is kept fairly constant to the tip. Scanning 
electron micrographs (Fig. lA) in six pipettes showed a tip djdj ratio of 3.85 :!: 0.02 (mean 
:!: SD) in comparison to 4.00 in the raw material. In order to obtain a small Cp, E and I 
should be as small and djdj as large as possible. The dielectric constant E of available glasses 
ranges from 3.8 for quartz to some less than 10 for high-lead glasses. The glass used here 
was the borosilicate glass Duran®, with E = 4.6. The use of uncoated quartz pipettes of 
equal dimensions would reduce Cp by only 17%. In reasonably well Sylgard®-coated pipettes, 
the difference is even less. A much stronger reduction of Cp may be achieved by decreasing 
the immersion depth I because it is directly proportional to Cp and may be reduced under 
many experimental conditions. In appropriate experimental chambers, immersion depths of 
200 .... m may be reached easily. 

3.3. Pipette Resistance 

A low pipette resistance R reduces the distributed RC noise. The pipettes designed here. 
however, had an unusually high resistance (50-90 Mil when filled with a 200% Tyrode 
solution, specific resistance p = 26 Oem) to obtain exceptionally small pore diameters. 
Hence, the strategy to keep the distributed RC noise low was to reduce the capacitance. 
Knowing the distribution of the pipette resistance in a "prototype pipette" (Fig. 18), the 
distributed RC noise was calculated by modeling the immersed pipette tip as a network of 
parallel RC circuits. After calculating the complex admittance Y, the distributed RC noise 
was obtained with equations 12 and 10. For the calculations, the djdj ratio was assumed to 
be constant; i.e., the slight decrease to the tip was not considered. In an uncoated pipette, 
the RC noise considerably decreases at higher djd j ratios (Fig. 2). Most unfavorable is a 
djd j ratio <2. Figure 3 shows the RC noise as a function of the immersion depth under 
different conditions. A reduction of the noise variance by more than one order of magnitude 
may be achieved simply by increasing the djd j ratio from 2 to 4, decreasing the specific 
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Figure 1. Geometry of thick-walled, small-pore patch pipettes pulled from borosilicate glass. A: Scanning 
electron micrograph of a pipette tip tilted by 5°, The resistance of the other pipette of the pair was 84 Mfi 
when filled with 200% Tyrode solution (p=26 !lcm). A gold layer of 2.5 nm thickness was generated by 
evaporation. The pore is not perfectly round. The dJdi ratio is 4 in the horizontal and 3.6 in the vertical 
direction; scale bar, 500 urn. B: Resistance (left ordinate) of the remaining pipette after breaking of the tip 
as function of the distance from the tip. Five pipettes were repeatedly broken (tall thick-walled tips do not 
splinter), and both the length of the broken segment and the resistance of the remaining pipette were measured 
(the data were kindly provided by Mr. T. Bohle). On the basis of a mean pore radius rt of 100 nm, the 
resistance R of the remaining pipette tip was described as a function of the pipette length 1 (jJ.m), related to 
a point 200 fLm from the original tip (I = 0 fLm), with 

I 

PJ <Ix R(l) = - + R200 
." 0 1(X(200-x)~ + r,l' 

R200 is the pipette resistance after breaking 200 jJ.m. [a(200 - x)a + rtl is an empirical expression relating 
the pipette radius to the length 1. The integral was solved numerically. Fitting the data yielded R200 = 2 Mfl. 
a = 0.0178. 13 = 0.8. The resulting internal pipette radius (dotted line, right ordinate) shows that the cone 
angle increases slightly to the tip. 

resistivity p from 51 to 26 Oem, and coating with Sylgard®, starting 50 11m from the tip. 
Coating to the very tip further reduces noise. However, in pipettes with a slim cone as used 
here, the thickness of the Sylgard® coat at the tip is usually low because the elastomer tends 
to move away from the tip, and this underscores the benefit of the thick-walled glass tubing. 
In small-pore pipettes, coating to the very tip was also excluded because the pores were 
obstructed when the coating came closer to the tip than -50 11m. This suggests that the 
slowly flowing Sylgard® had reached the pore before polymerization was performed. Figure 
3 also shows that for the pipettes used here an immersion depth less than 200 11m has a 
large effect on the RC noise, whereas it does not become much worse when the pipette goes 
deeper than 200 11m. 

The large pipette resistance raises the question of the time constant of the distributed 
RC circuit in response to a voltage step. In an uncoated immersed pipette, the capacitance 



Low-Noise Recording 135 

5 kHz 20 kHz 
10-24 

\;- totol 

10-25 ~ 
."",lfir 

~ holder 
N 

I~--
c( 

L......I 10-26 totol 
pipette ~ 

CD • ·f,... 

u dial 

c: h .,. 

III 10 -27 
ahat 'i: 

III am-on 
:> 

CD 10-28 John_ Bilch RC 

III 
'0 
c: 

10-29 

R!tcft RC 

10-30 

1 2 3 4 5 6 7 8 2 3 4 5 6 7 8 

dald, dol d, 

Figure 2. Noise variance in the patch clamp as a function of the ratio of the outer (do) to the inner (d;) 

diameter of the glass at 5- and 20-kHz bandwidth. Immersion depth 200 JJ.m. The individual noise contributions 
were calculated as described in the text. diel, dielectric noise of the pipette tip; shot, seal shot noise assuming 
a current I = 100 fA; Johnson, seal Johnson noise at a seal resistance of 1 TO; patch RC, noise associated 
with the patch capacitance and the pipette resistance. The amplifier noise and the holder noise are measured 
data and were included for comparison. The holder noise and the pipette RC noise are the dominating noise 
sources apart from the amplifier. A doubling of the dJd; ratio from 2 to 4 approximately halves the RC noise. 

is 37 fF (dJd; = 4, immersion depth 200 IJ.m). Assuming as the worst case that the large 
pipette resistance of 200 Mil occurs in series with this capacitance, the time constant is 
7 flsec. Taking into account both the distribution of RC and the reduced capacitance because 
of the Sylgard® coat, the true time constant will be considerably smaller and may therefore 
be neglected at all recording bandwidths discussed here. The additional capacitance introduced 
by the tiny patches is less than 1 fF and without any relevance. 

3.4. Dielectric Loss 

Apart from the capacitance, the dielectric noise of both the holder and the pipette is 
determined by the loss factor D. The holder used here was fabricated from polycarbonate. 
The loss factor D of this material is in the range of 10-3, but considerable variability has 
been reported to exist between the manufacturers and the production charges (Levis and 
Rae, 1993). In fact, spectra revealed a relatively large I-noise component attributable to the 
holder, which suggests that the holder material used here had a D larger than 10-3• Because 
of the complex geometry that holders usually have, this noise was not evaluated theoretically. 
In a 5-kHz bandwidth, the holder alone generated 34 fA rms noise, approximately of the I 
type, and in conjunction with the short pipette (with the tip above the bath) 52 fA. 
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Figure 3. Theoretical pipette RC noise as a function of the immersion depth at increasing wall thickness 
and degrees of Sylgard® coating. At the right, the conditions for each curve are indicated (p in fkm). The 
data for Sylgard® indicate the coat thickness, in multiples of the glass wall thickness, and the starting point 
behind the tip (in micrometers). The tip capacitance is reduced by Sylgard® to that of the series combination 
of the glass and the coat. The three top curves illustrate the noise reduction for the increase of the djdi ratio 
from 2 to 4 and the subsequent reduction of p. The fourth curve shows the further effect of Sylgard® coating 
on the reduction of the capacitance, thereby diminishing the RC noise. At the immersion depth of 50 fLm, 
the curve begins to deviate from that of the uncoated pipette. Further reduction of noise appears if coating 
is started from the very tip of the pipette ( .. ./0). The increase of the djdi ratio from 4 to 8 and corresponding 
coating further reduce noise. Increasing the coat thickness to five times the glass wall thickness (510) reduces 
the noise at lOOO-fLm immersion depth to only 63 fA rrns. The dotted lines show the corresponding dielectric 
noise of the pipette at the conditions of the upper and the lower RC-noise curve. 

Duran® borosilicate glass, of which the patch pipettes were prepared, has the loss factor 
3.7 X 10-3 and thus belongs to those glasses with lowest loss apart from quartz, which has 
a loss factor of -10-4• A technology for using quartz pipettes has been pioneered by Levis 
and Rae (1992, 1993). The dielectric noise variance of uncoated, equally shaped quartz 
pipettes would decrease by two orders of magnitude because of the small D (equation 4), 
thereby practically canceling the dielectric noise. Unfortunately, the quartz technology is 
very expensive, and its advantages can only be used if the dielectric noise belongs to the 
dominating noise sources. In the tipped pipettes used here, however, it is the RC noise that 
exceeds the dielectric noise by far at low immersion depths and 5- and 20-kHz bandwidth 
(Fig. 4). Only at 2 kHz are both noise types of similar magnitude. In other words, at the 
higher frequencies it is more effective to decrease C, either by using thick-walled glass 
material or thick Sylgard® coats, than to decrease D by using quartz. If pipettes with larger 
cone angle, and a corresponding smaller pipette resistance, are used, the RC noise decreases 
and thereby increases relatively the contribution of the dielectric noise. 

When the dielectric noise levels in equally shaped quartz and borosilicate glass pipettes 
that have been coated with Sylgard® onto the tip (Levis and Rae, 1993) are compared, the 
elastomer is found to increase the noise in the quartz pipettes and decrease the noise in 
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Figure 4. Theoretical noise variance of the dielectric (diel) and RC noise (RC) in a pipette tip as function 
of the immersion depth at three bandwidths. The pipettes were assumed not to be coated; dJdi = 4; p = 26 Oem. 

borosilicate glass pipettes. If the layer is thick, both values approximate each other. This is 
shown in an example where the total dielectric noise in an immersed coated pipette was 
evaluated as series of two (glass/quartz and Sylgard®) parallel combinations of the respective 
capacitance C and loss conductance 2'ITjCD. If the capacitance of the Sylgard® (D = 2 X 

10-3) coat is one-third that of the immersed borosilicate glass pipette, the total dielectric rms 
noise in the glass pipette would exceed that in the coated quartz pipette only 1.3-fold. It is 
concluded that thick Sylgard® coats make the dielectric noise depend more on the properties 
of the elastomer than on the pipette material, especially if they are established onto the tip. 

The dotted lines in Fig. 3 show that the dielectric noise in the pipettes used here 
concomitantly decreases with the RC noise to negligible levels when increasing the wall 
thickness and using Sylgard®. These curves do not depend on the pipette resistance and 
therefore are also valid for patch pipettes of much lower resistance. 

3.5. Pore Diameter 

Reducing the pore diameter should minimize the patch membrane area in a squared 
fashion and the seal conductance in a linear fashion. With the small-pore pipettes used here, 
seals in the range of up to 4 Tn were obtained. The Johnson noise is reduced at 5-kHz 
bandwidth from 28 to 9 fA rms if the seal resistance is increased from 100 Gn to I Tn 
(curve labeled "Johnson" in Fig. 2). Because the thermal noise in a real patch certainly 
exceeds the lower limit estimate, a seal resistance considerably exceeding 100 Gn should 
help to reduce this noise. 

The main benefit of the tiny patches used here is certainly that the probability of the 
appearance of any other charge-translocating processes is reduced in proportion to the patch 
area. Such processes may be naturally inherent in the membrane (pumps, exchangers, channels 
with unresolved unitary currents), or they may be generated by artifacts (membrane perturba-
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Figure S. Measured noise. A: Power spectra of noise. The noise was measured with an Axopatch 200A 
amplifier in a 20-kHz bandwidth of the amplifier alone (open circles; rms noise 416 fA), with the pipette 
holder and a short pipette above the bath (filled circles; rms noise 489 fA), with the pipette (coated with 
Sylgard®) immersed in the bath (1000 fJ.m) and closed with Sylgard® (filled squares; rms noise 759 fA, 
dJdi = 4; pipette resistance 72 Mn, pipette solution 200% Tyrode, seal resistance >4 Tn), and in a cell
attached patch of a myocardial mouse cell containing no channel (open squares; rms noise 658 fA; dJdi 

= 4; pipette resistance 80 Mn, pipette solution 200% Tyrode, seal resistance 1.2 Tn, coated with Sylgard®). 
The curves are best fit with S[ = [aJ!" + c + df + e.fl H(j), where a-e are parameters to quantify the noise 
types according to Table I and H(j) is the transfer function of the filter composed of the four-pole and eight
pole Bessel filter (Tietze and Schenk, 1985). The parameters a [NIHz(l-b)l, b (dimensionless), c (NIHz), d 
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tions, currents through the seal). In fact, the stability of TO seal patches could be enormously 
high (recording times up to 2.5 hr) but also depended on the cell type. 

The RC noise generated by the patch capacitance and the pipette resistance is negligible 
in the case of the small pores despite the large resistance. Assuming a pipette resistance of 
140 MO and a specific membrane capacitance of 1 IJ.F/cm2, a patch modeled as a hemisphere 
with 200-nm diameter would cause an rms noise of only 18 fA at 20-kHz bandwidth. 

3.6. Fluid Films 

Besides decreasing the pipette capacitance, coating with Sylgard® also reduces noise 
by avoiding the formation of thin fluid films creeping from the bath upward on the wall of 
uncoated pipettes (Hamill et al., 1981). This effect is very important for the noise performance. 
Other fluid films may arise inside the pipette above the solution meniscus and also within 
the narrow clefts between the pipette, the holder body, and the screw cap. Such films may 
be avoided by carefully drying the walls before inserting the pipettes into the holder and 
excluding any possibility of fluid contamination within the holder via the back end of the 
pipette. It proved very helpful to replace the solution at the back end by paraffin or silicon 
oil. This oil layer strips off any solution from the wire when a pipette is removed and does 
not affect the electrical properties of the Ag/AgCl/solution interface. 

4. Measured Noise 

For measuring noise, an eight-pole Bessel filter was connected to the output of the Axopatch 
200A amplifier whose internal four-pole Bessel filter was set to 50 kHz (cutoff frequency, 
-3 dB). In order to obtain the final cutoff frequency !c the eight-pole Bessel filter was set 
to a larger cutoff frequency <fe.S.pole) according to 

1 1 + _1_ 
fie = (50 kHz)2 fl.s.pole 

(14) 

In the considered bandwidths iB :5 20 kHz, the characteristics of this filter combination are 
very close to those of an eight-pole Bessel filter alone set to !C. All noise data given in the 
text correspond to this Bessel-filter characteristic. 

Figure 5A illustrates power spectra calculated from noise recorded in a patch clamp 
with the Axopatch 200A amplifier with iB = 20 kHz. The downward deflection at high 
frequencies corresponds to the filter setting. The most important results are: (1) If the holder 

(NlHz2), e (NlHz3) are, for the amplifier, 3.6 X 10-3',0.44, 1.8 X 10-3', 1.1 X 10-34,2.6 X 10-38 ; for the 
pipette in air 5.0 X 10-28,1.9,2.5 X 10-3',2.6 X 10-34,2.9 X 10-38 ; for the immersed pipette onto Sylgard® 
3.1 X 10-29,0.78, 1.1 X 10-3',8.0 X 10-34, 6.6 X 10-38 ; and for the patch 3.3 X 10-27,2.2,4.1 X 10-3', 

7.5 X 10-34, 4.2 X 10-38• B: Noise variance as a function of the frequency for the noise attributable to the 
immersion of the pipette. The variance was calculated by integrating the difference of the spectra immersed 
onto Sylgard® and pipette in air in A. The variance of the individual noise contributions sums to the curve 
fitted to the data points. The right ordinate illustrates the corresponding rrns noise levels. The respective 
parameters of the fitted curve are 2.1 X 10-29,0.79, 8.0 X 10-32,4.8 X 10-34,4.0 X 10-38• 
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is attached to the headstage, Ilf noise dominates the spectra from the lowest frequency 
included (25 Hz) to several hundred Hertz. Hence, resolution at very low frequencies depends 
preferentially on Ilf noise. Both parameters of the III noise, a and b, were found to be 
variable to a high degree. The difference among five pipeues sealed with Sylgard® and six 
membrane patches was not significant. (2) Auachment of the holder and the pipeue to the 
headstage predominantly increased I noise, which suggests that the holder material was not 
optimal. (3) At intermediate frequencies, I noise also dominates the spectra of both the 
Sylgard®-c1osed pipeue and the membrane patch as well as the difference spectrum corres
ponding to the immersion of the pipette tip (Fig. 5B). The relative contribution of I noise 
was found to be larger than predicted by the theory (cf. Fig. 4). (4) The flat noise in the 
patch could not be distinguished from that in the Sylgard®-c1osed pipette, which indicates 
that the noise arising in the seal and in the patch was very small. 

With the technique described (short patch pipettes, djd; = 4, Sylgard® coat starting 50 
Il-m behind the tip), rms noise levels in actual patch-clamp recordings at 5- and 20-kHz 
bandwidth of 95-120 and 630-780 fA, respectively, were regularly achieved. 

S. Perspectives 

Further improvement of the noise performance could be expected by increasing the wall 
thickness of the pipette and minimizing the size of the holder. Figure 6A illustrates a scanning 
electron micrograph of a pipette tip pulled from Duran® glass with a djd; ratio of 8 
(d, = 2.0 mm, d; = 0.25 mm). The djd; ratio at the tip is approximately 7; i.e., the favorable 
wall thickness for lower dielectric and RC noise is largely preserved (cf. Fig. 3). With this 
glass tubing, pipettes with a resistance between 40 and 600 Mn (p = 51 ncm) could be 
pulled, and seals were obtained easily, also without fire-polishing. 
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Figure 6. Further mlnimization strategy. A: Scanning electron micrograph of a pipette tip pulled from glass 
tubing with dJd; = 8. At the tip this value is only slightly reduced to - 7, pipette resistance is 570 Mfl (p 
= 26 n em), pore diameter is 120 om, scale bar is 500 nm. Same preparation for electron microscopy as in 
Fig. lAo B: Schematic drawing of a minimum pipette holder fabricated from silver. The short pipettes are 
fixed with wax. 



Low-Noise Recording 141 

Figure 6B illustrates a minimum-sized pipette holder that has been successfully used. 
The holder, fabricated from silver (other metals can also be used), has been reduced practically 
to the metallic pin connector of a conventional pipette holder provided with a small outlet, 
a silver wire, and a part taking up 1 mm of the pipette. The small pipette was fixed with 
wax. This was performed by first positioning a small wax ring (outer diameter 4 mm, inner 
diameter 2 mm) on the holder opening, then inserting the pipette, and finally fixing it by 
briefly touching the wax with a small soldering iron. A simple candle paraffin was used, 
but waxes with the lowest loss factor are certainly more appropriate. The holder with the 
pipette was then attached to the headstage. When the angle of the holder axis to the chamber 
bottom was about 45°, the patch clamp could be performed as usual without altering the size 
of the headstage case. With this pipette-holder combination, the rms noise level, with the 
pipette tip above the bath, was at the borderline to be distinguishable from the headstage 
noise. With a thick Sylgard4D coat to the tip, the pore closed with Sylgard4D, and the pipette 
tip immersed, noise levels as low as 81 fA (5-kHz bandwidth) were reached. Conclusively, 
it is possible to achieve a total noise close to that of the headstage alone with this minimiza
tion strategy. 

6. Noise-Dependent Resolution Limits of Channel-Open Time 

6.1. The Half-Amplitude Thre~hold Technique 

Two principal limits exist for the resolution of the channel-open time. (1) If openings 
become shorter than the filter rise time Ir = 0.3321!fc, they progressively decrease in amplitude, 
and the open time measured at 50% of the fully open level also decreases, reaching zero 
when the amplitude is 50%. (2) If the probability that noise deflections reach the detection 
threshold <I» is not negligible, these artificial noise events either split or shorten an opening. 
This probability rises with the duration of the opening and the noise amplitude. Assuming 
the noise at the open level to equal the background noise (variance, (12) and an exponential 
distribution of the open times 10 , with To being the estimate of the mean, error of To is less 
than 10% if for the upper limit the false-event rate Af = 0.05ho is assumed. An upper-limit 
estimate for the measurability of To is then (cf. Chapter 19, this volume) 

0.05 (<<Il2) 
To = /if. exp 202 (15) 

where k is a constant depending on the type of noise (0.849 flat noise; 1.25.f noise). A plot 
of this relationship for the noise of the patch in Fig. SA (filled squares) is illustrated in Fig. 
7. An example may explain the plot (dotted lines): Openings with the amplitude Ao = 2 pA 
are measured at the 50% threshold «Il = 1 pA at Ic = 10kHz. Mean open times may be 
reliably measured (brace at the ordinate) between somewhere less than 2000 JLsec and the 
lower limit of 33 JLsec, here set to the rise time Ir of the filter. 

6.2 The Baseline Method 

Channel-open times may also be determined from the distribution of the opening
induced gaps in the middle of the baseline noise even if this noise is substantially large, as 
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Figure 7. Range of evaluable open time To as a function of the threshold <1> (<1> is AJ2 for the half-amplitude 
method and Ao for the baseline method) and the cutoff frequency!c, calculated with equation IS for the noise 
in the patch of Fig. SA. The noise variance (T2 is related to the parameter!c by the integral of the fitted 
spectrum over the full bandwidth with the parameters of the patch given in the legend to Fig. SA. The upper 
limit for measuring To is obtained by the intersection of the vertical line with the curve of the respective 10; 
the lower limit is given by the lower end of the respective!c curve. 

shown in Fig. SA for the activity of Na channels at 35°C and 20-kHz recording bandwidth. 
In contrast to usual open-time histograms, the distribution of dwell times measured at the 
baseline contains both channel events (to) and noise events (tn). tn is distributed in a complicated 
fashion (Rice, 1954); its mean is approximately 1/(2k.fc) (Papoulis, 1991). In regard to the 
openings, it is assumed for simplicity that the filter generates "trapezium-like" events instead 
of the more complex time course provided by the transfer function of real filters. The rise 
time of one transition is assumed to be t,. With respect to the original open time to, measurement 
of the open time in the middle of the baseline leads to three types of alterations. (1) Independent 
of noise, all original openings exceeding t, are prolonged constantly by tr • (2) If the trapezium
like opening starts or ends just at the time when the noise is deflected in the direction of 
the channel opening, the opening is artificially prolonged. Since noise events with large t. 
are met statistically more often, the mean prolongation fpr must be some larger than 1.12. 
which is therefore used in the following as lower limit estimate for fpr At fc = 20 kHz 
(k = 1.25), this lower limit estimate for fp, is 10 ~sec. (3) If the trapezium-like opening 
starts or ends just at the time when the noise is deflected in the direction where the channels 
do not open, the opening is artificially shortened. The mean shortening f,b per transition is 

(16) 

Atfc = 20 kHz with t, = 17 ~sec and typical values for (fn and An of 0.7 and 2.S pA. 
respectively. the mean shortening per transition is only 4 ~sec; i.e., the mean noise-induced 
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Figure 8. Detennination of the mean channel-open time with the baseline method. A: Patch recordings in 
a TO seal of voltage-dependent Na channels at 35°C in a cell-attached patch of a myocardial mouse cell; 
bandwidth 20 kHz. Correction for leakage and capacitive currents was performed by subtracting averaged 
blanks selected from the neighborhood of the actual record. B: TIme histogram built from all intervals in 
the middle of the baseline in which the trace is deflected in the direction of the channel openings (bars above 
the trace in the inset); square-root-transformed ordinate. logarithmic abscissa. Simultaneous fit with two 
exponentials yielded the indicated time constants for the mean open time (To) and for the exponential decay 
(TO> of the noise events. Data were recorded and analyzed with the IS02 software. 

prolongation of the measured To exceeds the noise-induced shortening. In summary, if mea
sured at the baseline, each original opening of sufficient amplitude and a duration to > t, is 
considerably prolonged by t, + lpr and insignificantly shortened by lob' Since all longer 
openings are prolonged on average by the same amount, and if the fit starts only at the time 
2t, + lpr - lob, the time constant of the distribution of the original openings and of the 
openings evaluated at the baseline is equal. For the values in the example at Ic = 20 kHz, 
all original open times 10 are prolonged on average by 23 J.Lsec; i.e., the shortest opening 
reaching approximately full amplitude with to = t, = 17 J.Lsec is represented in the histogram 
by an event with the expected value of 40 J.Lsec. 

For the purpose of separation of the to from the t. distribution, an exponential (time 
constant Tn) can be fitted with high accuracy to the tn distribution if starting at the time 2t, 
+ lpr - 1.b• Tn was found to be very consistent with lJ2 < Tn < tf" In the case of a much 
larger noise event number than opening event number, a separate fit of the tn distribution 
may be performed, ignoring the opening events. Alternatively, the tn distribution may be 
fitted to the oppositely directed noise events. If To substantially exceeds Tn, the corresponding 
In bins can be clipped for fitting the to distribution. If To does not exceed Tn substantially, as 
in the example of Fig. 8B, the In and to distributions should be fitted simultaneously. In the 
case when the contribution of the noise events substantially exceeds that of the opening 
events, reasonable separability was obtained if To > 2Tn. Improved resolution is possible if 
the noise event number is relatively smaller. 
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Two essential conditions for utilizing the baseline method are the following. (1) The 
seal should be of high quality. Problems arising from slow drifts of leakage (and capacitance 
in pulsed recordings) can be overcome by subtraction of a sliding blank, which is the average 
of a specified number of blanks recorded as close to the actual trace as possible (lS02 patch 
clamp software, MFK-Computer, FrankfurtlM, Germany). (2) The number of openings should 
be sufficient to recognize the distribution in the histogram because the method does not 
identify the individual openings to be evaluated but only the distribution in addition to that of 
the noise events. If enough events are available, the baseline method provides two advantages: 

(1) At a given unitary current amplitude Ao, the noise may be twice as large as with 
the half-amplitude threshold technique; i.e., the recording bandwidth may be considerably 
increased. If the shortest resolvable opening event number is in the order of the noise event 
number because of a large open probability, these shortest events are included in the procedure 
to determine To' With cP being replaced by Ao, the range for reliable determination of To in 
Fig. 7 is increased. With respect to the indicated example in the figure, the baseline method 
would allow either opening the filter to Ic - 17 kHz, having the same upper limit at an 
improved lower limit, or measuring at 10kHz with an upper limit out of scale and the same 
lower limit. At intermediate frequencies both limits are improved to intermediate degrees. 

(2) The advantage of the baseline method is even more important if the open levels 
are heterogeneous. If the filter frequency is chosen such that the lowest levels to be included 
have acceptable false-event rates according to Fig. 7, larger levels may be evaluated at the 
same time with a practically negligible error. For the above example if. = 20 kHz, Un = 
0.7 pA), reduction of the amplitude of equally long openings from 2.8 pA to 1.4 pA would 
reduce the measured To by only 4 ILsec. As a consequence, in cardiac Na channels the mean 
open time was very consistent among the patches, even if evaluated at 35°C (Benndorf, 
1994), and at room temperature, shorter open times were found than those measured with a 
conventional threshold technique (Benndorf and Koopmann, 1993). 

Multiexponential distributions of the channel-open time can be quantified with the 
baseline method in a similar way if only the false-event rate for the longer events is low 
enough (cf. Fig. 7). The method should also be appropriate for the analysis of burst kinetics. 
Here, the number of noise events may be kept low by excluding closed sojourns, which 
would allow evaluation of openings as short as tr at a maximally open filter according to 
Fig. 7. 

7. Appendix 

7.1. Fabrication of Small-Pore Patch Pipettes 

The tipped patch pipettes used here were pulled on a computer-controlled puller (DMZ 
Zeitz Universal, Augsburg, Germany) in a three-stage pull from thick-walled (do 2.00 mm, 
di either 0.50 or 0.25 mm) borosilicate glass tubing without filament (Hilgenberg GmbH, 
Malsfeld, Germany). The tips were not fire-polished because they were too small for optical 
control. Filling of the pipettes, 40 mm long at this stage, was carried out from the rear end 
by a thin plastic tube moved to the tip as close as possible. The pipettes were then connected 
with a short piece of silicon tubing to a 20-ml syringe. Repeated application and relief of a 
negative pressure in combination with vigorous tapping with a fmger promoted an upward 
migration of bubbles of various size. After removal of the last bubble, the pipettes were 
shortened to the final length of 8 mm by first sawing them in a clockmaker's turning lathe 
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and subsequently breaking them while the front part (-10 mm) was immersed in pipette 
solution to avoid destruction of the tip. Pipettes were shortened for two reasons: to decrease 
the capacitance and to facilitate the placement of a thin wire (diameter 100 j.Lm) as close to 
the tip as possible to reduce the series resistance. Finally, the pipettes were dried on the 
outside, and the solution at the rear end was replaced by paraffin or silicon oil. 

7.2. Interfering Signals 

Low-noise measurements require improved screening of interfering signals. The line 
pickup of 50 Hz was excluded most successfully by completely closing the cage around the 
setup with sheet metal. Grids were sometimes insufficient. The amplifier and the filter were 
separately shielded. When working at high bandwidths, computer screen refresh frequencies 
of -16 and -32 kHz were often prominent in the spectra. These frequencies, not always 
detectable in the traces by eye, may increase the total noise. It is therefore helpful to calculate 
power spectra of the noise from time to time. These high-frequency signals seem to interfere 
directly with the amplifier or with attached cables. It sometimes helps to move the screen 
away from the amplifier by 1 m. In the lif-noise range, disturbing interference could arise 
from discontinuity of the bath solution flow. If a flowing bath solution is desired, the fluid 
level should be kept as constant as possible. 
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Chapter 6 

Voltage Offsets in Patch-Clamp Experiments 

ERWIN NEHER 

1. Introduction 

Offset voltages of various origins have to be considered in patch-clamp experiments. Some 
of the offsets are constant during a typical experiment, such as amplifier input <lffsets; some 
are variable, such as liquid junction potentials, depending on ionic conditions. Some arise 
in the external circuit (i.e., in the patch pipette, in the experimental chamber, or at the silver 
chloride electrodes), and some arise in the patch-clamp amplifier. Typical magnitudes are 
±30 m V for amplifier offsets, up to 100m V (depending on CI- concentrations) for electrode 
offsets, and up to ±15 mV for liquid junction potentials at interfaces between different 
solutions. It is standard practice to compensate amplifier and electrode offsets by performing 
a reference measurement before the pipette is sealed to a cell. This is done by adjusting a 
variable offset (Vo), which, in the amplifier, is added to the command voltage (Vd, such that 
there is zero current flow at Vc = O. This protocol is correct, provided that none of the 
offsets mentioned above changes during the experiment. If, however, the pipette solution is 
different in its composition from the bath solution (as is usually the case for whole-cell 
measurements), a liquid junction potential will be present at the pipette tip during the reference 
measurement. This will no longer be the case during the test measurement, when the liquid 
junction is replaced by the membrane under study. 

Likewise, other liquid junction potentials that may appear or disappear during an experi
ment when solution changes are performed (see Neher, 1992) have to be taken into account. 
Also, a membrane resting potential may be in series with the membrane under study (in cell
attached configuration). 

2. Analysis of the Offset Problem 

For analyzing this situation Fig. lA displays an equivalent circuit that contains five 
voltage sources, two in the external current pathway and three in the internal pathway (internal 
to the amplifier): Vp, a fixed offset representing electrode potentials; V", a variable offset 
representing liquid junction potentials; VA, the fixed amplifier offset, Vo an adjustable offset 
of the patch-clamp amplifier; and Ve, the command potential. Part A represents the situation 
during the reference measurement. This is why V", Yo, and Ve carry a superscript R to indicate 
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A 

Figure 1. Equivalent circuit of a patch·c1amp measurement. Part A represents the situation during a reference 
measurement, and part B that during a test measurement. In each branch of the circuit a variable offset and 
a fixed offset are considered in addition to the quantities of primary interest, which are membrane potential 
VM and the command potential Vc. In the external branch the fixed offset VF comprises mainly the electrode 
potentials, i.e., the vohage drops at the si lver-chloride surface, which are assumed to be protected from 
solution changes during an experiment. The variable offset Vv is the sum of liquid junction potentials and, 
if applicable, the potential of a membrane in series with the patch (in ce ll -attached configuration). In the 
branch internal to the amplifier (right side), the fixed offset is the amplifier offset VA. and the variable one 
is an adjustable offset voltage VOl which is considered to be in series with the command potential Vc. In part 
A the quantities Vv. Vo, and Vc carry a superscript R to indicate values at the time of the reference measurement. 
Note that the sign convention for VM agrees with the physiological one for whole-cell and outside-out 
recordings but not for cell-attached and inside-out patches. 

values in effect at this time. Part B represents the situation during the test measurement. 
Now, the circuit includes the membrane potential VM • Here, V\\ Yo, and Vc are considered 
to change during the course of an experiment. The latter is available as an output signal for 
data storage and analysis. Vv may change whenever solutions or configurations are changed. 
In the following it is shown that Vc will always be identical to VM if Vo is changed in parallel 
with Vv during an experiment. 

During the reference measurement, Vo is varied until current flow in the external circuit 
is zero. Then, 

Ve + V, = VA + V~ + V~ (I) 

and 

V~ = - VA - V~ + Ve + V, (2) 

During a test measurement (Fig. I B), we have 

VM = VA + Vo + Vc - Vv - V, (3) 
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For the purpose of the following discussion, we write both Vo and Vv in terms of their values 
at the time of the reference measurement and an increment to that: 

Vo = V~ + AVo Vv = Ve + AVv (4) 

Then, 

VM = Ve - V~ + AVo - AVv (5) 

It is seen that the reference measurement eliminates all fixed offsets such that we have to 
consider only variable ones and V~, the command potential at the time of the reference mea
surement. 

3. Three Strategies for Handling the Offset Problem 

3.1. A Posteriori Correction 

Most commonly researchers do not consider corrections until the time of publication 
of results. In that case the reference measurement is performed while the command potential 
is set to zero (V~ = 0), and the offset voltage is unchanged during the rest of the experiment 
(A Va = 0). Then, equation 5 reduces to 

(6) 

This means that the potential read from the amplifier has to be corrected by subtracting all 
the changes in offsets (A Vv) that occurred between the reference measurement and the 
test measurement. 

During standard whole-cell measurements the only change in offset potential is the 
disappearance of the liquid junction potential VL at the pipette tip. Liquid junction potentials 
for a given solution pair can be determined experimentally or calculated from the Henderson 
equation (Barry and Lynch, 1991; Neher, 1992; Ng and Barry, 1994; see also programJPCalc 
by Barry, 1994). VL is defined as the potential of a reference solution (usually Ringer) with 
respect to the test solution (such as the pipette filling solution). This is opposite to the sign 
convention of Fig. 1. Since VL disappears, however, another sign inversion has to be applied, 
with the result that numbers for VL found in tables of the above references are equal to A Vv 
of equation 6 and therefore have to be subtracted from Ve. This holds for whole-cell and 
outside-out recording configurations in which the sign convention of Fig. 1 agrees with the 
physiological one. 

A further complication arises with cell-attached and inside-out configuration because 
here the reading of the patch-clamp amplifier by convention is taken as the negative of the 
membrane potential, considering the orientation of the membrane. It would be straightforward 
to correct the reading of the amplifier and then invert it, since the orientation of the membrane 
is irrelevant to the offset problem. However, if correction is done only at publication time, 
the numbers have been inverted already, such that the correction too has to be inverted. 
Configuration-specific recipes are given by Neher (1992). 

In the more general case, the quantity A V of equation 6 should be considered as the 
sum of all offset changes occurring between the reference and the test measurement. It will 
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therefore also be called the correction sum below. It may include additional liquid junction 
potentials, if bath solutions are being changed (Barry and Lynch, 1991; Neher, 1992), and 
the resting potential (in cell-attached configuration). When the correction sum is fonned, all 
voltages should be added with the polarities given in Fig. 1. As explained above, numbers 
for the standard liquid junction potential corrections should be added to the correction sum 
with the sign found in tables of Barry and Lynch (1991) and Neher (1992) because of a 
double sign inversion. The correction sum, then, should be subtracted from the amplifier 
reading in whole-cell and outside-out configurations or added to the inverted amplifier reading 
in cell-attached and inside-out configurations. 

3.2. On-Line Correction 

Equation 5 suggests a simple way to do the correction on line in cases where no other 
offset changes occur except for the standard liquid junction potential corrections. In that 
case, the command potential can be set to the negative of the expected liquid junction 
potential correction during the reference meassurement (VCR = a Vv) such that equation 5 
simplifies to 

(7) 

which means that VM = Vc, if the offset potential setting is left untouched during the 
measurement. Thus, the amplifier displays a corrected voltage that can be interpreted with 
a positive or negative sign depending on the configuration. 

3.2.1. An Example: Whole-Cell Recording with a K-Glutamate-Based Pipette 
Filling Solution 

The liquid juction potential of such a solution is given by Neher (1992) as + 10 mY, 
such that the command potential should be set to - 10m V during reference measurement. 
If the so-called "search Mode" is used for the reference measurement, the offset potential 
should be adjusted such that V-command reads -10m V while current is zero. 

3.2.2. An Example: Cell-Attached Recording on a Cell That Is Assumed to 
Have -60 mV Resting Potential 

In this case, the pipette is usually filled with bath solution such that no liquid junction 
potential correction has to be applied. To correct for the resting potential, a Vv has to be 
taken as -60 mV (the resting potential, which is in series with the patch, has the same 
polarity as assumed in Fig. 1). Thus, the command potential should be at +60 mV during 
the reference measurement. The amplifier readings during the measurement have to be 
inverted in order to obtain membrane potentials according to the physiological convention. 
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3.3. On-Line Correction Using a Computer-Controlled Patch
Clamp Amplifier 

3.3.1. General 
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Equation 6 also implies that any changes in offset potential (AVv) that may occur during 
the course of a measurement can be compensated by changing Vo in parallel. This does 
require a calibrated offset voltage, however. In the following. a procedure is given that has been 
implemented on a computer-controlled patch-clamp amplifier (EPC-9, HEKA Elektronik, 
Lambrecht, Germany), which allows one to compensate for offsets throughout an experiment. 

At the time of the reference measurement the command potential is first set to the 
negative value of a software variable (termed U for liquid junction), which is specified by 
the user. Then, an automatic search (the so-called ZERO procedure) finds the setting of an 
internal calibrated offset voltage that yields zero pipette current. If the user has actually 
entered the liquid junction potential, then this procedure is analogous to the on-line correction 
mentioned above. 

Furthermore. the EPC-9 controlling software forces Yo to change in parallel with U 
whenever the user changes U implying AU = A Yo, such that, together with the initial 
condition, U(O) = - V~, we obtain 

U(t) = U(O) + AU = -V~ + AVo (8) 

or 

AVo = V~ + U(t) (9) 

Inserting equation 9 into equation 5, we see that V~ cancels out, so that 

VM = Vc + U(t) - AVv (10) 

Thus, the user can provide for VM = Vc and thereby achieve a valid correction at any time 
during the measurement by setting the variable U to AVv irrespective of what had been set 
at the time of the reference measurement. AVv has to be calculated by the sum of all changes 
in offset potentials that occur between the reference measurement and the test measurement, 
as explained above. Some further examples for calculating AVv will be given below. The 
procedure described can readily be simulated using any patch-clamp amplifier if the command 
potential is generated by a computer-controlled digital-to-:analogue converter. In that case, 
the stimulus input to the amplifier should be subdivided by software into an offset part and 
a command part. 

The above considerations did not specify a particular patch-clamp configuration, since 
voltage offsets, as viewed from the measuring amplifier, are independent of the orientation 
of the membrane. As outlined under Section 3.1, the offset-corrected potentials should be 
interpreted either directly (in whole-cell and outside-out configuration) or after a sign inversion 
(in cell-attached or inside-out configuration). The EPC-9 allows the user to select modes, 
and this sign inversion is performed together with a sign inversion of the resulting current 
such that both membrane current and membrane voltage are displayed and output according 
to the physiological convention. This is done automatically, if cell-attached mode has 
been selected. 



152 Erwin Neher 

3.3.2. Examples of Offset Handling 

Below, two standard examples of experiments are described, one representing a whole
cell recording employing two different bath solutions, the other representing cell-attached 
recording. In both cases the term "correction sum" refers to the quantity (AVv), to which 
the variable U should be set in order to achieve a correction according to equation 10. As 
explained above, the correction sum is the sum of the liquid junction potential according to 
the definition of Barry and Lynch (1991) and of other offsets using polarities given in Fig. 
1. In both examples the aim is to perform the experiment in a way that the amplifier voltage 
output (VC> gives the correct membrane voltage at all times, both in magnitude and in polarity. 

3.3.2a. Whole-Cell Recording. It is assumed that the measurement is started in 
Ringer solution with a patch pipette containing mainly K-glutamate. For this combination 
of solutions a value for the liquid junction potential of + 10m V can be found in the literature 
(Neher, 1992). Thus, U should be set to + 10, and a zero-current search operation be 
performed before seal formation. This will provide for correct voltage readings in subsequent 
whole-cell recordings as long as ionic conditions remain constant. As explained above, U 
can actually be set to any value during the ZERO; however, it should be changed to 10 m V 
before the start of the whole-cell recording. 

Later on, during the same experiment, the bath solution is assumed to be changed to 
a sulfate-rich Ringer by local perfusion. Thus, a liquid junction potential will develop at the 
interface between the two solutions in the bath. In Table 1 of Neher (1992), we find a value 
of +6 mV for a solution pair standard Ringer versus sulfate Ringer. This polarity is opposite 
to what is required for the calculation of the correction, since we need the potential of the 
solution close to the pipette (sulfate-rich) with respect to the more remote solution. Thus, 
we calculate the correction sum to be 4 m V and correspondingly set U to 4 m V during the 
episode in sulfate Ringer. When we switch back to Ringer solutions, we set U back to 10 
m V. It should be noted that a similar correction is also required if the whole bath is perfused, 
since a liquid junction potential arises at the reference electrode unless a "bleeding" KCI 
reference is used (see Neher, 1992). 

3.3.2h. CeO-Attached Recording. We assume the same solutions as above but want 
to perform a cell-attached measurement on a cell that we know to have - 50 m V resting 
potential. Therefore, we form the sum of the pipette liquid junction potential correction (10 
mY) and the resting potential (-50 mY; we can use the ''physiological'' polarity since the 
intracellular compartment is closer to the pipette than the extracellular one) and set U to 
-40 mV during the cell-attached measurement. Then the amplifier will display the correct 
magnitude of the membrane potential. Its polarity has to be inverted in order to conform 
with the physiological convention. This is done automatically if "cell-attached mode" has 
been selected. 

4. Conclusions 

Unfortunately, offset corrections, particularly those for junction potentials occurring 
during solution changes in the course of an experiment, are paid little attention in the current 
patch clamp literature. The problems have been pointed out before (Barry and Lynch, 1991; 
Neher, 1992). This chapter is intended to demonstrate that procedures are at hand to conve
niently handle them. 

Particularly for ion selectivity studies and for comparison of properties of voltage-
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activated channels, an accuracy of voltage readings better than a few millivolts is mandatory. 
This cannot be obtained unless care is taken to perform valid offset corrections. 
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Chapter 7 

Techniques for Membrane Capacitance 
Measurements 

KEVIN D. GILLIS 

1. Introduction 

Understanding the process whereby cells transduce an external signal to a secretory response 
("stimulus-secretion coupling": Douglas. 1968) has been an important topic of research for 
many years. The understanding of early events in the cascade in excitable cells. whereby an 
external signal evokes an electrical response mediated by ion channels. has certainly been 
revolutionized by the development of the patch-clamp technique. Extensions of the technique. 
however, have also provided surprising flexibility in reporting events late in the cascade 
whereby intracellular Ca2+ and other second messengers lead to exocytosis. In 1982. Neher 
and Marty reported that the patch-clamp technique together with basic impedance analysis 
could be used to monitor membrane (electrical) capacitance as a single-cell assay of exocytosis 
and endocytosis. Since exocytosis involves the fusion of secretory granule membrane with 
the plasma membrane and a corresponding increase in surface area, an increase in membrane 
capacitance is observed. The excess membrane is reclaimed in the process of endocytosis, 
which leads to a corresponding decrease in capacitance. Present techniques can detect changes 
in capacitance on the order of a femtofarad, allowing the fusion of single secretory granules 
with diameters greater that about 200 nm to be resolved. The temporal resolution possible 
is on the order of milliseconds (e.g., Breckenridge and Almers, 1987); therefore, capacitance
recording techniques can almost achieve the resolution of synaptic preparations, where the 
electrical response of a postsynaptic cell serves as a reporter of secretion. Resolution limits 
of membrane capacitance estimation techniques are discussed in greater detail in Section 5. 

The greatest disadvantage of membrane capacitance measurements is that they only 
report the net change in membrane surface area, the difference between the dynamic processes 
of endocytosis and exocytosis. If the rate of endocytosis is slow, then in principle exocytosis 
can be clearly discerned. However, experiments that rapidly elevate intracellular Ca2+ concen
tration through release from caged compounds suggest that endocytosis can also have a rapid 
« 1 sec), Ca2+ -dependent component (Neher and Zucker, 1993; Thomas et al .• 1994). Another 
note of caution is that changes in capacitance can result from factors other than an increase 
in membrane surface area. For example, the mobilization of charges during gating of voltage
dependent channels produces a change in specific capacitance (Fernandez et al .• 1982; 
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Horrigan and Bookman, 1993). Whereas these phenomena provide opportunities for studying 
gating behavior and endocytosis, they highlight that care must be taken in quantitatively 
relating evoked increases in capacitance to secretion. Practical aspects of membrane capaci
tance measurements, including possible causes of errors and artifacts, are discussed in Sec
tion 6. 

Amperometric techniques avoid these complications by measuring an actual secreted 
product (see Chapter 11, this volume). However, amperometry can not detect many secreted 
substances of interest and can measure release at high temporal resolution only from a 
fraction of the cell surface (Chow et al .• 1992). Therefore, we view the two techniques as 
complementary in providing single-cell assays of secretion. 

1.1. Sample Recordings of Membrane Capacitance 

Figure 1 depicts sample records of membrane capacitance changes in a nonexcitable 
cell (A) and an excitable cell (B). 

Figure 1A was recorded from a mast cell that was stimulated to secrete by including 
GTP-'Y-S in the pipette solution. The discrete steps in capacitance correspond to the fusion 
of individual granules with the plasma membrane. The steps are clearly resolvable because 
mast cells have very large granules (approximately 0.7 ILm in diameter). 

Figure 1B was recorded from a rat pancreatic B cell. Here the capacitance change was 
evoked by a 50-msec depolarizing pulse. The stimulus voltage consisted of a sine wave 
superimposed on a hyperpolarized holding potential ( -70 m V). The resulting current sinusoid 
was analyzed using a "phase-sensitive detector" to estimate changes in capacitance (C trace). 
The sinusoid was interrupted in order to apply a pulse to + 10 m V, which resulted in the 
indicated Ca2+ current (ipc trace). The change in capacitance during the depolarization cannot 
be measured because of the activation of voltage-dependent ionic channels; rather, the 
difference in capacitance before and after the depolarization is noted. The capacitance increase 
can be related to the number of Ca2+ ions that entered the cell during the depolarization by 
integrating the Ca2+ current. The G"" trace indicates changes in membrane or pipette resistance 
and is used as a control to ensure that changes in resistive parameters are not mistaken for 
changes in capacitance. Insulin-containing granules have a diameter of about 200 nm; there
fore, a 20-tF increase in capacitance is thought to correspond to the fusion of about 16 granules. 

1.2. The Equivalent Circuit of a Cell in the Patch-Clamp Recording 
Configuration 

Techniques for estimating membrane capacitance presented in this chapter rely on the 
accuracy of the equivalent circuit of a cell in the whole-cell or perforated-patch recording 
configurations depicted in Fig. 2. It is important to note that such a simple model only 
applies to cells that are approximately spherical without significant "neurite-like" membrane 
projections. More complex models are treated in Chapter 2 (this volume). 

Cp represents the sum of pipette and other sources of capacitance at the input of the 
patch-clamp amplifier and is usually on the order of several picofarads. Since the contribution 
to the current by Cp can usually be effectively canceled using pipette capacitance compensation 
within patch-clamp amplifiers, it is usually neglected in circuit analysis. 

Ra is the series or "access" resistance, which results from the geometry of the pipette 
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Figure 1. Examples of membrane capacitance recordings. A: Recording from a rat mast cell stimulated to 
secrete by the inclusion of GTP-'Y-S in the patch pipette. B: Recording from a rat pancreatic B cell stimulated 
by membrane depolarization. Note that the C and GBC traces are displayed with a different time scale than 
the ipc and v traces. The lock-in amplifier output was filtered with a time constant of 200 msec, which 
accounts for the rise time of the C trace. Changes in the Gar: trace indicate changes in either R. or Rm (see 
Section 3.3). The calibration bar indicates the expected displacement of the Gil< trace for a change in Ra of 
0.15 Mfi The sinusoids are represented schematically. Both records were obtained using the piecewise linear 
technique (Section 3.3). 

plus any obstruction at the tip by adherent membrane (in the case of conventional whole
cell recording) or the resistance of the perforated membrane underneath the pipette (in the 
case of perforated-patch recording). The value of Ra is typically on the order of 10 MO. The 
reciprocal of Ra will be denoted Ga and will be used when it makes an expression more readable. 

Rm. the membrane resistance. is principally determined by the properties of ionic channels 
within the cell membrane. Since Rm is highly nonlinear at potentials that activate voltage
dependent channels in excitable cells. it is important that the voltage stimulus not activate 
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A B ...... i(t) 
r- i(t) 

-l-~ vet) 
-l-~ vet) 

Rl = Rm+Ra 

Figure 2. A: The equivalent circuit of a cell in the whole-cell or perforated-patch recording configuration. 
The physical origin of each circuit element is discussed in the text. B: Simplified three-component equivalent 
circuit. Rp (the parallel combination of R. and R,J and R, (the series combination of R. and Rm) are used in 
some equations for convenience of notation. 

these conductances. Rm is typically on the order of 1 GO. The reciprocal of Rm will be 
denoted Gm• 

Er is the voltage responsible for any DC current present at the holding potential of the 
cell. Since Rm is often nonlinear, it is important to make the distinction that (for the purposes 
of this model) Er is the zero-current potential extrapolated from the value of Rm found at 
the holding potential, and not necessarily the actual zero-current potential. Er can be ignored 
in an AC analysis of the equivalent circuit but is important if the DC current is used in the 
estimation process. 

em is the membrane capacitance, which is the parameter of greatest interest in monitoring 
exocytosis. Under normal conditions, biological membranes have a uniform thickness on the 
order of 5 nm and a relative dielectric constant of 2-3. Modeling the biological membrane 
as a parallel-plate capacitor, the specific membrane capacitance can be calculated (and 
experimentally measured) to be roughly 1 JJ.F/cm2 (Cole, 1968). Therefore, a cell with a 
diameter of 13 J.Llll has a capacitance of about 5 pF. 

1.3. Parameter Estimation Using Capacity Transient Neutralization 
Circuitry of Patch-Clamp Amplifiers 

A scheme for electrical parameter estimation using patch-clamp techniques is presented 
in Fig. 3. A voltage stimulus is applied to the pipette and cell, and the current response is 
reported using a patch-clamp amplifier. In parallel, the same stimulus is applied to a model 
of the passive electrical parameters of the cell, and the consequent predicted current is 
subtracted from the actual current. The resulting "error current," ipc(t), can then be used to 
adjust the parameters of the model until the error is minimized according to some chosen 
criterion. The overall process is similar to the balancing of a Wheatstone bridge. 

An example of this process is the adjustment of "capacity transient neutralization" 
circuitry during whole-cell recording. Common patch-clamp amplifiers contain many of the 
components of Fig. 3, including a basic model of the series resistance and membrane 
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Figure 3. Electrical parameter estimation using patch-clamp techniques. A voltage-clamp stimulus is applied 
to both a cell and an electrical model of the cell. The current response of the cell model [ii(t)] is compared 
to the actual response of the cell [i(t)]. The difference [ipc(t), the "error current"] is used to adjust parameter 
estimates of the cell model. For most capacitance estimation techniques, ipc(t) is the signal output from the 
patch-clamp amplifier. For the case of sine-wave stimulation, a phase-sensitive detector (e.g., lock-in amplifier) 
is an important component of the "estimation process" block. 

capacitance of a cell during whole-cell recording. The primary purpose of this circuitry is 
to electronically subtract the transient currents that charge em during steps of voltage. Cancel
ing these transient currents (which are usually much larger than the ionic currents) allows 
the dynamic range of the recording apparatus to be expended on the more "interesting" 
ionic currents. 

The adjustment of capacitance compensation circuitry proceeds as follows. Usually a 
square-wave voltage stimulus is applied that alternates between hyperpolarized voltage levels 
that do not activate nonlinear membrane conductances. The experimenter manually adjusts 
two potentiometers until the transient currents that charge the membrane capacitance are 
zeroed. The two potentiometers are calibrated so that, after proper adjustment, the value of 
series conductance and membrane capacitance can be read directly from the dials. The 
remaining current evoked by voltage-clamp pulses to depolarized potentials is the nonlinear 
ionic current of interest that is recorded during the course of an experiment. 

Of course, high-resolution techniques for monitoring changes in membrane capacitance 
do not rely on manual estimation. For example, the EPC-9 "cap. track" feature applies voltage 
step stimuli and applies an algorithm to the resulting ipc(t) signal. The settings of capacitance 
compensation circuitry are then automatically and continuously updated by loading appro
priate values into digital-to-analogue converters (Sigworth et al., 1995). 

However, it is not always convenient (nor necessary) to adjust capacitance compensation 
circuitry continuously to follow changes in Cm and R. during the course of an experiment. 
In this case ipc(t) is processed to generate parameter estimates while the settings of the 
capacitance compensation circuitry (reflecting "baseline" values of R. and Cm> remain con
stant. Since ipc(t) is radically altered by the use of capacitance compensation, the estimation 
process must also be given information about the settings of this circuitry (called "COlaw" and 
"Gsorie," in the EPC-7/9). If the circuit parameters change significantly during the course of 
the experiment, then the capacitance compensation settings can occasionally be updated. 

1.4. 'fYpes of Voltage-Clamp Stimuli Used to Measure Membrane 
Capacitance 

The aforementioned case of square-wave stimulation is discussed in more detail in 
Section 2. Another type of stimulus that has been used to measure membrane capacitance 
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is a "pseudorandom binary sequence" (PRBS) of voltages. Similar to square-wave stimulation, 
the voltage is alternated between two levels. However, the length of time that is spent at 
each level is ideally an ''unpredictable'' random variable. The resulting stimulus spectrum 
approximates white noise, i.e., with equal-amplitude frequency components over a wide 
frequency band. The spectrum of the resulting current signal is then directly related to the 
admittance spectrum of the equivalent circuit, which can be fitted to a model to yield 
parameter estimates. This method is discussed in Section 4. 

Perhaps the most popular technique currently in use for high-resolution measurement of 
capacitance changes employs a sine-wave stimulus about a hyperpolarized holding potential. 
Typically, the amplitUde of the sinusoid is about 25 mY, and the frequency is on the order 
of 1 kHz. The amplitude and phase of the resulting sinusoidal current can be resolved using 
a "phase-sensitive detector," which can be implemented in software or in hardware using a 
lock-in amplifier (Neher and Marty, 1982; Joshi and Fernandez, 1988). Basic circuit analysis 
can then be used to calculate parameter estimates (the "Lindau-Neher" technique, Section 
3.2). Alternatively, changes in capacitance can be estimated by making the approximation 
that small changes in equivalent circuit parameters result in linear changes in the sinusoidal 
current (the "piecewise-linear" technique, Section 3.3). 

2. Square-Wave Stimulation: The "Time Domain" Technique 

Consider the case in which the pipette potential is stepped from zero to some voltage 
VA. The current through the equivalent circuit of Fig. 2B will consist of an initial transient 
(/0) that relaxes to a steady-state value (I .. ) with an exponential time course; i.e., 

i(t) = (/0 - Iss)exp( -tIT) + Iss (1) 

where t is the time after the step in voltage. Immediately after the voltage step, the impedance 
of em approaches zero, and Vm is dropped entirely across Ra, resulting in an initial current 
given by: 

(2) 

At steady state, em is fully charged to its new voltage and draws zero current; therefore, the 
overall impedance is just the series combination of R. and Rm, giving a steady-state current of: 

(3) 

The time constant of charging of em is given by: 

(4) 

where Rp is the parallel combination of R. and Rm; i.e., 

(5) 

Therefore, if capacitance compensation circuitry is disabled, equation 1 can be fitted to the 
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current response to obtain 10 , Iss, and T. Equations 2-5 can be solved to yield estimates of 
the circuit parameters: 

R. = VJlo 

Rm = (Vi.\ - R.Iss)//ss 

Cm = TOIR. + llRm) (6) 

Complications to the above scheme include that filtering in the stimulus pathway prevents 
the voltage change from being an ideal step and filtering of the patch-clamp amplifier output 
causes i(t) to deviate from the ideal case of equation 1. In addition, uncanceled pipette 
capacitance can contribute to the peak: value of the current transient. Therefore, it is important 
to minimize the stimulus filtering, for example, the 2-.... sec time-constant filter of the EPC-
7/9 is used. The output filtering of the patch-clamp amplifier is set to a value on the order 
of 30 kHz, and a sampling interval of 5-10 .... s is used. It is also important to coat pipettes 
with a hydrophobic compound (such as Sylgard®) and to attempt to compensate the pipette 
capacitance electronically as completely as possible. Further details can be found in Lindau 
and Neher (1988). 

The interval between voltage steps must be at least on the order of 5T in order to allow 
time for the complete charging/discharging of Cm. Therefore, the maximum theoretical time 
resolution is on the order of 500 .... s~ per Cm estimate. However, the estimates are often 
actually generated intermittently at a rate of a few Hertz to allow the computer time to 
implement the estimation algorithm and to perform other tasks. The noise performance of 
square-wave estimation techniques will be discussed further in Section 5.3. 

2.1. Electronic Transient Neutralization Approximates a Three-Element 
Network with Two Elements 

The calculation of parameter estimates while using capacitance compensation circuitry 
can be done in a number of ways within the general scheme of Fig. 3. In any case, the 
algorithm must be supplied with the G"'rie. and Cslow values used for compensation. 

One alternative would be for the algorithm to "add back" the current that was subtracted 
[ij(t)] and proceed with the algorithm already discussed. Here ij(t) is given by: 

(7) 

Another possibility is for the algorithm to operate directly on the residual current to 
estimate the changes in G.,nes and C.1ow necessary to renull the current transient. The problem 
is that capacitance compensation approximates a three-element network with two elements 
by neglecting Gm• Since iiU) is injected through a capacitor, it is impossible to supply a DC 
current (Is,) indefinitely, and only the transient component of the current is subtracted (compare 
equation 7 with equation 1). For the case where Rm is much greater than R .. Iss is relatively 
unimportant, and equation 7 is a close approximation to equation 1. When Iss is not negligible, 
some choice has to be made about the desired residual current. 

Adjusting the circuitry to yield a rectangular residual current will result in values of 
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C.low and Goerief, that underestimate their corresponding equivalent circuit values according to 
Lindau and Neher (1988)*: 

Gseri .. == Ga(1 - RalRm) 

C.low = Cm(1 - 2RaIRm) (8) 

The approach used in the EPC-9 is to set C'Iow equal to Cm and Gseri .. equal to Ga. In 
this case the residual current is given by: 

(9) 

Current that deviates from this response is processed to update C,low and G",..,s values (Sigworth 
et al., 1995). 

3. Sinusoidal Excitation 

At the present time, the most popular techniques for high-resolution measurement of 
Cm use a sinusoidal voltage stimulus about a hyperpolarized DC potential. The magnitude 
and phase shift of the resulting current sinusoid are then analyzed using a phase-sensitive 
detector to produce estimates of Cm or .dCm• It is important to note, however, that a single 
sinusoid provides only two independent pieces of information (magnitude and phase or, 
equivalently, real and imaginary current components). Therefore, another piece of information 
is necessary to model the three-component network of Fig. 2B. The Lindau-Neher technique 
(Section 3.2) obtains this information from the DC current. Alternatively, the ''piecewise 
linear" technique (Section 3.3) does not attempt to determine all three parameters. Rather, 
it is assumed that, at an appropriate frequency, small changes in Rm or R. have little effect 
on the estimation of changes in Cm. 

Because AC analysis of current is not a common tool in the repertoire of electrophysiolo
gists, an introduction to complex impedance analysis is presented in the next section. 

3.1. Introduction to Complex Impedance Analysis 

Consider a sinusoidal voltage applied across a circuit element. If the element is an ideal 
resistor, the resulting current is simply given by Ohm's law: 

v(t) = Va coswt 

iR(t) = v~) = i Va coswt (10) 

As is the case with all linear circuit elements, the current is a sinusoid with the same frequency 
as the voltage. In the case of a resistor, the voltage and current are in phase (they reach 

*One reason for the underestimation of the parameters is that em is only charged to Rrr/ (R. + R"J of the 
applied voltage step (V oJ. 
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maximum values at the same time), and the ratio of peak: voltage to current is R. Now 
consider the case of a sinusoidal voltage applied across a capacitor: 

ic(t) = C d~;t) = -wC\{, sinwt (11) 

Since an ideal capacitor is also a linear circuit element, the current has the same frequency 
as the voltage; however, there is a 90° phase shift between the voltage and current. In order 
to simplify the algebra involved in dealing with trigonometric functions, complex notation 
is often used. Central to this notation is the use of Euler's formula: 

ejO>l = coswt + j sinwt (12) 

where j = Fl. The sinusoidal voltage and resulting current for a capacitor (for example) 
can then be rewritten as: 

v(t) = Re[\{,eftdt] 

ic(t) = Re[UwC)\{,efto'l (13) 

We can define the expressions in brackets as the complex voltage and complex current, 
respectively. The ratio of complex voltage to complex current is defined as the impedance 
of a circuit element. It turns out that -impedance can be used to calculate complex current 
from complex voltage exactly the same way as Ohm's law relates current to voltage. In fact, 
the units for impedance are the same as the units for resistance (ohms). The impedance of 
a capacitor is given by: 

Zc = IljwC = - jlwC (14) 

where - j accounts for the 90° phase lead of the current relative to the voltage and llwC is 
the ratio of peak: voltage to peak: current. The impedance of a resistor is simply given by: 

ZR =R (15) 

where the absence of an imaginary component indicates that there is no phase shift between 
current and voltage. The impedance of an inductor is given by: 

(16) 

where j indicates that the current lags the voltage by 90°. 
The inverse of impedance is referred to as admittance and is usually denoted Y. 
Individual circuit elements can be combined to determine the overall impedance of a 

network by applying the same rules that govern resistor networks; i.e., impedances in series 
add, whereas impedances in parallel add in an inverse manner: 

1 I 1 -=-+-+ ... 
Zuru.! Z, ~ 

or 

Ytotal = Y, + Y2 + ... (17) 
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The rules of complex algebra are then applied to determine the current-voltage relationship. 
For example, by applying Euler's equation, a complex number such as admittance can be 
written in polar fonn: 

where 

and 

Y = I Yle}LY 

LY = tan-1(Im[Y]) 
Re[Y] 

(18) 

Multiplying the admittance by the complex voltage and taking the real part gives the current 
as a function of time: 

i(t) = Re[YVaeflot] = Re[ I YI Vae}(OJt+LI')] = I YI Yo cos(wt + LY) (19) 

Thus, in the polar representation of the complex admittance, the magnitude gives the ratio 
of peak current to peak voltage, and the phase angle gives the phase shift between the voltage 
and current sinusoids. 

Consider now the case of a resistor Rm and capacitor Cm in parallel. The total admittance 
is the sum of the individual admittances: 

Y = Y.c + Y.R = lOWe + ~ 
m m m Rm 

Using equation 19, the total current is readily given by: 

i(t) = 10 cos(wt + a) 

10 = YoJlIR~ + w2a, 
a = tan-1(wRmCm) 

(20) 

(21) 

If a resistor (RJ is placed in series with the parallel combination of Rm and Cm, then 
the equivalent circuit of Fig. 2B is obtained. The total admittance is given by: 

or more compactly: 

.l (jWCm + ~) 
R. Rm 

Y(ro) = I I 
- + - + jwCm 
R. Rm 

(22) 
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where: 

R( = Rm + Ra 

R = RmRa 
p Rm + Ra 

165 

(23) 

(24) 

In many situations, the value of Rm is a hundredfold or more greater than the value of Ra, 

in which case R( "" Rm and Rp "" Ra. 
At low frequencies, em draws very little current, and the total admittance approaches 

the series combination of Rm and Ra (lIR(). At high frequencies, the admittance of em 
approaches infinity, effectively shorting Rm to result in an overall admittance of liRa. At 
intermediate frequencies, the admittance of em is much greater than l/Rm and much less than 
liRa; therefore, the overall magnitude of the admittance is dominated by em. The magnitude 
of the admittance versus frequency is depicted in Fig. 4 for a typical set of parameter values. 
Note in this example that for frequencies between 100 and 1000 Hz, the magnitude of the 
admittance of the equivalent circuit is nearly equivalent to the magnitude of the admittance 
of em alone; therefore, one might expect that sinusoidal excitation in this range of frequencies 

2 
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Figure 4. The magnitude of the admittance of the equivalent circuit as a function of frequency. The solid 
line indicates the magnitude of the admittance calculated from equation 23 with R. = 10 Mo, Rm = I Go, 
and em = 5 pF. The circles indicate the admittance of a 5-pF capacitor alone. The top dotted line indicates 
the admittance of a lO-MO resistor, and the bottom dotted line indicates the admittance of a I-GO resistor. 
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would be optimal for the estimation of Cm. It is important to note, however, that the phase 
of the admittance can differ quite a bit from that of a pure capacitor (900 ), even at these 
intermediate frequencies. 

3.2. Parameter Estimation from Basic Circuit Analysis: The 
Lindau-Neher Technique 

The measured current sinusoid can be separated into a component in phase with the 
stimulus voltage (real part) and a component 900 out of phase with the voltage (imaginary 
part) using a phase-sensitive detector (lock-in amplifier) implemented in hardware or software. 
If capacitance compensation circuitry is disabled, then these current components divided by 
the stimulus voltage amplitude give the real and imaginary admittance values. One can 
rewrite equation 23 to give the real and imaginary components of admittance for the three
element model of Fig. 2B*: 

with 

YeW) = A + jB 

1 + w2RmRp~ 
A = Rt (1 + w2R~~); 

The DC current is given by: 

(25) 

(26) 

(27) 

where Vde is the DC holding potential, which is summed with the sinusoidal voltage. In the 
original formulation of the L-N technique, Er is assumed to have a constant value for a 
given cell type and ionic composition of the pipette solution (e.g., 0 mV).ldc can be measured 
by low-pass filtering or digital averaging of the current and is used to calculate Rt using 
equation 27. A and B are the 00 and 900 outputs of the phase-sensitive detector normalized 
to the amplitude of the voltage sinusoid. From these three quantities, the three circuit 
parameters can be calculated: 

R = A - Gt 

• A2 + B2 - AGt 

1 (A - Gt)2 + B2 
Rm = Gt A2 + B2 - AGt 

1 (A2 + B2 - AGt)2 
Cm = WeB (A - Gt)2 + B2 (28) 

*The real and imaginary components can be found by mUltiplying the numerator and denominator of equation 
23 by the complex conjugate of the denominator. 
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Here Gl is defined as the inverse of Rl for ease of notation, and We = 27r!c, where!c is the 
frequency of the stimulus sinusoid. 

In certain situations, the assumption of a constant, known value for E, may not be 
appropriate. For example, maneuvers that activate ionic channels at the holding potential 
may result in a shift in E~ In order to address this possibility, Okada et al. (1992) stepped 
the holding potential by 14 mV every 500 msec. The difference in the DC current was related 
to Rl by: 

(29) 

In principle, this modification of the L-N technique should ensure that Cm estimates 
are insensitive to changes in E, that are slow compared to the period of the steps in holding 
potential (here 1 sec). In this type of analysis, the frequency of the steps in holding potential 
is limited to several Hertz because AC effects at higher frequencies invalidate the simple 
expression in equation 29. 

Another approach that has been suggested to determine Rm independently of E, is the 
use of two sinusoidal frequencies (Rohlicek and Rohlicek, 1993; Donnelly, 1994). Techniques 
using two sinusoids are discussed in Sections 4.1 and 5.1.2. 

It is important to note, however, that errors in E, are important only in cases where Rm 
becomes quite small. In other words, an error in E, produces an error in the estimate of Gl, 

but Gl has only a small impact on Cm estimates unless it approaches within an order of 
magnitude of Ga. For example, consider a 1600-Hz sinusoid applied about a DC holding 
potential of -70 m V stimulating a cell under conditions where Rm = 1 Go, Ra = 10 Mo, 
and Cm = 5 pF. The assumed value of E, is -30 mY, but the activation of ionic channels 
results in an actual E, value of - 50 m V. This error in E, will produce an error in Cm of about 
1.5 fF, certainly a negligible value. If Rm = 0.1 Go, the same error in E, leads to an error 
in Cm of 150 fF (about 3%). Thus, if the activation of membrane conductances is expected 
during the course of an experiment, E, should be set to the zero-current potential of the 
expected conductance. 

3.2.1 Extension of the L-N Algorithm to Allow the Use of Capacity Transient 
Neutralization Circuitry 

As mentioned previously, the real and imaginary components of the current are propor
tional to the admittance values only when capacitance compensation circuitry is disabled. 
However, the use of capacitance compensation is very desirable in cases where changes in 
Cm are evoked by depolarizing voltage-clamp pulses. If supplied with the values of Gseries 

and Cslow used, the algorithm can "add back" the real and imaginary current components that 
were subtracted. (Measured and compensated currents are additive; see Fig. 3.) Compensated 
real and imaginary admittance (Acomp and Bcomp, respectively) are given by: 

Beomp = 1 (C /G )2 + We slow series 

(30) 
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After each adjustment, values of Cs10w and Gseries can be manually entered through the user 
interface of the software that implements the L-N algorithm. With the EPC-9, another 
alternative is to have the software automatically read the values. 

3.2.2. Compensating for Phase Delays 

The desired phase setting of the phase-sensitive detector (PSD) is 0° in order for the 
in-phase output to indicate the real component of current and the orthogonal output to give 
the imaginary current component. However, low-pass filtering in the stimulus input and 
current output stages introduces phase shifts (delays) that must be compensated for. Patch
clamp amplifiers typically include a basic low-pass filter in the stimulus pathway, and the 
output signal is always filtered. In addition, a sinusoid generated by filtering a signal generated 
by a digital-to-analogue converter will be shifted in phase relative to the original waveform. 

Determining the overall phase shift can be done empirically. For this purpose, one end 
of a resistor is inserted into the input of the patch-clamp amplifier headstage, and a stimulus 
voltage sinusoid is applied. Any current sinusoid caused by stray capacitance is zeroed using 
Crast (pipette capacitance) compensation before the other end of the resistor is clipped to the 
signal ground. After grounding the end of the resistor, the current sinusoid should be entirely 
in phase with the stimulus voltage; i.e., it should have only a real component (see equation 
15). The phase offset is found by adjusting the phase setting of the lock-in amplifier or 
digital PSD until the imaginary output is zero and the real output is positive. 

The value of the resistance used should be small enough that any parasitic capacitance 
present will introduce a negligible phase shift (say :s; 1 MO); therefore, the patch clamp 
amplifier has to be set to a low gain. An alternative technique is to use a small-value capacitor 
(say 5 pF) rather than a resistor and adjust the phase offset until the real component is zero 
and the imaginary component is positive. Adjustment using a capacitor has the advantage 
that a capacitor more closely approximates an ideal circuit element. 

It is important to note that the phase offset changes when any of a number of alterations 
are made to the recording conditions. The frequency of the sinusoid, the stimulus filter 
setting, the output low-pass filter setting, and the number of points per sine-wave cycle (if 
the sine wave is generated by an digital-to-analogue converter) all affect the phase offset. 
A change in any of these parameters requires that the phase offset be redetermined. 

Alternatively, the phase shift can be calculated analytically based on the electronics of 
the particular patch-clamp amplifier and low-pass filters used. However, this approach is 
practical only when the software is provided with all relevant instrument settings. 

3.2.3. Compensating for Parasitic Elements Present after Seal Formation 

A number of parasitic elements not included in the basic equivalent circuit of Fig. 2B 
may be present during whole-cell recording. These include the seal resistance, an imperfectly 
canceled pipette capacitance, and dielectric losses in the pipette and pipette holder. In order 
to account for these effects, the real and imaginary components of current are zeroed after 
seal formation but before patch rupture or perforation (Lindau and Neher, 1988). This process 
does not account for any change in seal resistance that may accompany patch rupture, and 
the capacitance of the patch is included in the compensation even though it is not present 
during whole-cell recording or has little effect during perforated-patch recording. In general, 
however, these effects appear to be small for tight seals. One indication of the correct handling 
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of the problems mentioned is that changes in R. (such as when applying suction to clear 
the pipette of obstructing membrane) occur with little corresponding changes in estimated 
Cm values. 

In the case of perforated-patch recording, the assumption that the patch itself has a very 
high resistance when the offsetting is performed is troublesome because the patch begins to 
perforate very shortly after seal formation. Therefore, one can dip the pipette tip in antibiotic
free solution for many seconds in order to produce a sufficient delay in the onset of patch 
permeabilization to allow the zeroing of the real and imaginary current components immedi
ately after seal formation. Alternatively, one can skip the offsetting process and "hope for 
the best," with the ultimate test being the lack of correlation between reported changes in 
Ra and Cm. 

3.3. Piecewise-Linear Techniques for Estimating Changes in 
Membrane Capacitance 

This method was actually the first technique that was used for high-resolution measure
ment of changes in Cm related to exocytosis (Neher and Marty, 1982). Although it initially 
appears to be somewhat ad hoc, it is related to well-established estimation algorithms (Gillis, 
1993). Perhaps the most attractive feature of the P-L technique is that changes in Cm are 
directly proportional to the signal output from a lock-in amplifier set to an appropriate phase. 

The piecewise-linear technique is based on the approximation that small changes in 
Cm produce a linear change in the sinusoidal current. This linearization is performed by 
approximating !l// aCm by the partial derivative: aI/aCm = ua y/aCm, where U is the amplitude 
the sinusoidal voltage. One must also consider the effect of changes in Ra and Rm on the 
admittance; therefore, the full set of partial derivatives is given by: 

where 

ay/aCm = jWcT2(wc) 

ay/aRa = -(l/Rm + jwcCmfT2(wc) 

ay/aRm = _T2(wc)/R~ 

(31) 

where the approximate expression for T( w) assumes Rm > > Ra; therefore, Rt "'" Rm, and Rp 
"'" Ra• 

The linear approximation states that small changes in each of the three parameters 
induces changes in the sinusoidal current given by: 

(32) 

Large changes in any of the parameters, however, change the values of the partial derivatives 
(see equation 31). Therefore, equation 32 is valid only for small changes in the parameters; 
if cumulative parameter changes become significant, then the partial derivatives can be 
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redetennined, and equation 32 can be reapplied for this new set of "baseline" parameter 
values. This type of approximation is therefore called "piecewise-linear." 

What is needed now is a way to invert equation 32 so that a change in the current 
sinusoid can be related back to the change in em that produced it. Also, the method used 
will have to distinguish changes in sinusoidal current produced by changes in em from those 
originating from deviations in R. or Rm. Insight into how this is possible will be provided 
by applying equations 31 and 32 to an example. 

Consider a cell with baseline values of em = 5 pF, R. = 15 Mo, and Rm = 2 Go. The 
stimulus sinusoid has an amplitude of 15 mV and a frequency of 1 kHz. Application of 
equation 23 reveals that the baseline sinusoidal current (1m) has an amplitude of 423 pA and 
is shifted 64° relative to the stimulus (assuming capacitance compensation is turned off). 
Equations 31 and 32 reveal that a O.I-pF increase in em would cause a change in 1m equivalent 
to the addition of a sinusoid with an amplitude of 7.7 pA and a phase 39.6° relative to the 
stimulus. A I-M.O increase in R. would contribute a sinusoid of 12.1 pA L -52.2°, and a 
O.5-G!1 increase in Rm would add a sinusoid of 1.5 pA LI29.6°. Figure 5 presents these 
changes in current in vector fonn. The length of the vector indicates the amplitude of the 
added sine wave, and the angle of the vector to the positive x axis gives the phase of the 
added sinusoid relative to the stimulus voltage. Since the equivalent circuit is linear, the 
frequency of each sinusoid is the same as that of the stimulus (fc). 

A striking feature of Fig. 5 is that the phase of ar/aem is orthogonal (at right angle 

Imaginary ~I tOpA 

-tOpA tOpA 

Figure 5. Vector changes in the sinusoidal current introduced by small changes in each of the three circuit 
elements from Fig. 2B. See Section 3.3 for conditions. 
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to) Lay/aRm' For these typical parameter values and frequency, Lay/aCm is also nearly 
orthogonal (within 2°) to LayaR •. In general, the phases of the partial derivatives are given by: 

e = Lay/aCm = 90° - 2 tan-1(weRpCm) 

1] = Lay/aR. = 180° + 2 tan-1(WeRmCm) - 2 tan-1(weRpCm) 

= -2 tan-1(WeRaCm) = e - 90° 

~ = Lay/aRm = 180° - 2 tan-1(weRpCm) = e + 90° (33) 

The fact that e is orthogonal to ~ and nearly orthogonal to 1] suggests that a phase-sensitive 
detector (PSD) can be used to measure changes in Cm independently of changes in Ra or Rm. 
The operation of PSDs is described in detail in Appendix A. 

The output of a PSD is proportional to N cos(a - ~), where a is the phase setting of 
the PSD, and N is the amplitude, and ~ is the phase of the input signal. Therefore, a maximum 
output (N) results when ~ = a, whereas the output is zero if ~ is orthogonal to a. If a is 
set to e, then the output of the PSD is maximally sensitive to changes in Cm, insensitive to 
changes in Rm , and nearly insensitive to changes in Ra. Usually a "two-phase" PSD is used, 
where one channel is set to phase a and the other is set to a + 90°. If a = e - 90°, then 
one output (C) is proportional to changes in Cm and the other output (Gac) is proportional to 
a combination of changes in Ra and Rm according to: 

C = UI T(we) 12we dCm 

Gac = UIT(we)12[w~c;,M. - Mm/R~] (34) 

where the expression for Gac assumes that We » lIRmCm• 

One final observation from the example presented in Fig. 5 is that, for frequencies near 
1 kHz (and for Rm in the gigohm range), even large changes in Rm have a relatively small 
impact on the sinusoidal current or on the partial derivatives ay/aCm and ay/aR •. 

Two pieces of information are required in order to use a PSD (lock-in amplifier) to 
implement equation 34 to measure changes in Cm. First, some method is needed in order to 
find e, the desired phase setting of the PSD. Second, some sort of calibration is required to 
scale the C output of the PSD (i.e., the We I T(we) 12 scaling factor needs to be determined). 

3.3.1. Setting the Phase of the PSD 

From consideration of Fig. 5, it is evident that the correct phase setting of the PSD is 
important to prevent changes in R. or Rm from appearing as a change in Cm. A general rule 
of thumb is that a 6° error in phase results in about 10% of changes in the Gac trace to show 
up as changes in the C trace. Thus, monitoring the Gac trace serves as an important control, 
since correlated changes in both the C and Gac traces are indicative either of phase problems 
or of a cell that is not well modeled by the three-component network of Fig. 2B. More 
precisely, an error in phase a orr will result in an artifactual change in Cm given by: 

(35) 
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Considering the example illustrated in Fig. 5, a 6° error in phase would result in a (negligible) 
2-tF increase in the C trace as a result of a flRm of 0.5 ao and a 16-tF decrease in the C 
trace due to a M. of 1 MO. 

Another important question is: how much can parameter values change before a new 
phase should be determined? Consider the baseline values given in the previous example. 
From equation 33, the desired phase setting (6) will change by 6° if Cm changes by 0.7 pF 
or R. changes by 2 Mfi Rm would have to drop to a value of about 100 MO in order to 
produce a similar error. 

The Neher-Marty Technique 

6 can be determined by a clever use of capacitance compensation circuitry (Neher and 
Marty, 1982). Recall that, on proper nulling of transient currents, the capacitance compensation 
potentiometers are calibrated to indicate baseline Cm and R. values. A small displacement 
of the C,low potentiometer can be thought of as simulating a change of capacitance by 
unbalancing the compensation network. The phase of the PSD, a, can be adjusted until 
output Gac is insensitive to these simulated changes in Cm • Calibration can be performed by 
noting the change in output C on a predetermined offset of the C,low potentiometer (e.g., 0.1 pF). 

The patch-clamp amplifier can be modified to allow the quick and accurate offsetting 
of the C,low setting. For example, in an EPC-7, the C,low potentiometer (used as a variable 
resistor) has a resistance of 10 kn, corresponding to a full-scale reading that is selected to 
be either 10 or 100 pF. A 100-0 resistor is placed in series with this potentiometer, and a 
switch is placed in parallel with the resistor. The resistor is shorted by closing the switch; 
this 100-0 change in the resistance value corresponds to a O.I-pF change in the C,low setting 
if the selected full-scale reading is 10 pF. 

Another alternative is to calculate 6 directly from the C,low and G,erie, settings. 
The main disadvantage of the Neher-Marty technique is that the accuracy of the phase 

determination relies on the accuracy of the C,low and Gserie, settings, which must be readjusted 
whenever there is a significant change in either R. or Cm • Each determination of phase is 
time consuming. First, the capacitance compensation potentiometers are readjusted (by nulling 
capacitive currents in response to a train of voltage steps); then the phase is redetermined 
by dithering the C,low switch while adjusting a. This motivated the development of automated 
methods for determining the phase setting. 

Series Resistance Dithering: The "Phase-Tracking" Technique 

An actual induced change in series resistance (rather than a simulated change in Cm) 
can be used to find the appropriate phase setting for the PSD. Usually the bathing solution 
of the cells is grounded in electrophysiological measurements. In the phase-tracking technique 
(Fidler and Fernandez, 1989), a resistor (RA' about 1 MO) is placed between the bath and 
ground. RA is normally shorted with a digitally controlled switch (often a relay). Opening 
the switch induces a change in series resistance (see Fig. 6A). If the phase of the PSD (a) 
equals zero, then the induced change in the outputs is given by (neglecting Cp and C, of 
Fig.6A): 

flC = U 1 ::.1 flRa sin1] 
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Figure 6. Phase errors introduced by series resistance dithering. A: The equivalent circuit of the cell including 
series resistance dithering. B: Plot of the phase error versus frequency. Symbols were measured from a model 
circuit with R. = 11.6 MD, Cm = 10 pF, and Cp = 2 pF. The circles were obtained with R. = D.I MD, 
whereas the squares were measured with R~ = 1 Mil The solid line was calculated from equation 38, with 
R~ = D.1 Mil and C, = 5 pF. The dashed line was calculated for R~ = 1 Mil and C, = 5 pF. Phase errors 
were estimated as the deviations from the "ideal phase," which was assumed to be twice the measured phase 
of the admittance minus 9Do (see equation 41). 

I1Ga£ = ul::.1 Ma cos11 (36) 

where Ma = RtJ.. The desired phase setting of the PSD can then be set according to: 

(37) 

It is important to note, however, that pipette capacitance (Cp) can cause a serious phase 
error. See the following section. 

Although 11 does not exactly equal e - 90° (equation 33), it can be argued that 11 is 
actually a preferable phase setting under common experimental conditions (Joshi and Fernan
dez, 1988). The choice of phase setting e - 90° (where the C output is insensitive to changes 
in Rm) or 11 (where C is insensitive to changes in Ra) depends on whether changes in Ra are 
expected to cause more intereference than changes in Rm. In many cases 11 is preferable 
because changes in Rm have a small impact on the sinusoidal current unless Rm is quite small 
(within an order of magnitude of Ra, see the example presented in Fig. 5). 

C traces are also calibrated by noting the change induced by offsetting the Clow potentiom
eter at the beginning of the experiment. If large changes in parameter values occur during 
the course of an experiment, the C trace can be recalibrated automatically by noting the change 
in the Ga£ trace on each induced change in series resistance (Fidler and Fernandez, 1989). 

3.3.la. Phase Errors Related to Pipette Capacitance and the Noninfinitesimal 
Magnitude of Series Resistance Change. A basic assumption of the phase-tracking 
technique is that the computer-controlled switch induces a change in impedance that is purely 
resistive and that this change in resistance is sufficiently small so that I1YIMa = aYlaRa• 

Deviations from these assumptions can be expected to introduce a small phase error. A much 
more serious error, however, results from neglecting the effect of pipette capacitance (Cp)' 
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As discussed in the introduction, Cp is usually neglected in circuit analysis because 
the current drawn by this element is electronically subtracted using "pipette capacitance 
neutralization" circuitry. When a resistor is inserted between the bath and ground, however, the 
voltage across Cp no longer equals the stimulus voltage, and pipette capacitance neutralization 
circuitry no longer balances the current through Cp (see Fig. 6A). The total resulting phase 
error is given by (as derived in Appendix B): 

(38) 

where C, is the stray capacitance contributed by the relay or other sources that is in parallel 
with Ra. 

The first error term results from the "unbalancing" of the current through Cp, whereas 
the second term includes errors caused by C, and the noninfinitesimal magnitude of Ra. The 
error in phase resulting from C, alone is approximately -wcRaC,; thus [for T(wc) = 1], the 
error from the nonzero magnitude of Ra is mathematically equivalent to an additional stray 
capacitance with a magnitude equal to the membrane capacitance. 

Since the total phase error is the difference between two error terms, it is conceivable 
that certain combinations of experimental parameters will result in an overall negligible error 
in phase. For example, consider a case with a low series resistance and a pipette well coated 
with Sylgard®: Ra = 5 Mo, Cp = 1.5 pF, Cm = 10 pF, Ra = 0.5 Mo, C, = 5 pF, and!c = 
1 kHz; then the total phase error is about 1.9°. Under most circumstances this magnitude of 
error would be considered acceptable. Now consider a case with a higher series resistance 
and slightly higher pipette capacitance (Ra = 10 Mo, Cp = 2.5 pF, other values identical to 
the previous example); the total phase error is then about 11.7°, a value that is clearly 
unacceptable. The sensitivity of the phase error to Ra suggests that perforated patch recording 
(with typical R. values of 15-25 MO) should be particularly prone to phase errors when 
using series resistance dithering to set the phase. 

Figure 6B presents phase error data obtained using a model circuit and the DR-1 
resistance dithering unit (Axon Instruments). The model circuit included a 1.5-pF capacitor 
to represent the pipette capacitance. The circles were measured using a Ra value of 0.1 Mo, 
and the squares were obtained with Ra = 1 Mfi Note that a larger value of Ra actually 
results in smaller errors. The lines are the expected errors calculated from equation 38, with 
C, estimated to be 5 pF. 

3.3.1h. Variance in Phase Estimates ("Phase Jitter"). Another limitation of the 
phase-tracking technique is that the phase value may vary slightly each time it is determined 
because of measurement noise, even if the cell parameters remain constant. Consider an 
equation for the update of the phase (a) with each induced change in series resistance (M.): 

_ _1(t1C) an - an-I + tan t1G
ac 

(39) 

where t1C and t1Gac are the changes in the values output by the PSD upon M •. 
If a is set to the correct phase, then t1C should be zero. Thermal noise in Ra, however, 

introduces a minimum rms "phase jitter" «fa) given by: 

(40) 
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<Te•t is the minimum thermal noise of Cm estimates, and BN is the "noise bandwidth" of 
the PSD. Both of these terms are described in more detail in Section 5.1. As an example, 
consider a case where Ra = 10 MD, Cm = 5 pF, and Rr:. = 0.5 Mil A I-kHz, lO-m V amplitude 
sinusoidal stimulus is applied, and 100 cycles are averaged before and after the change in 
resistance; therefore, BN = 10 Hz (see Section 5.1.3). Under these conditions, the minimum 
value of phase jitter is about OS. In actively secreting cells, <Ta can be expected to be 
severalfold larger. 

3.3.2. Setting the Desired Phase from the Phase of the Admittance 

Combination of equations 23 and 33 reveals that the phase sensitive to changes in 
capacitance (1] + 90°) is given by: 

(41) 

where 13 is the phase of the admittance of the cell [LY(we)], which can be determined 
experimentally from: 

(42) 

where A and B are the real and imaginary components of admittance measured with a PSD 
in the same manner as for the Lindau-Neher technique (Section 3.2). Thus, capacitance 
compensation can occasionally be turned off, and equations 41 and 42 can be used to 
determine a new phase value (Zierler, 1992). Capacitance compensation can then be resumed 
until another phase determination is needed. 

It is important to note, however, that phase delays in the patch-clamp amplifier and 
low-pass filters must be accounted for, or large errors in phase can occur (see Section 3.2.2). 

As with other piecewise-linear methods, calibration can be performed by offsetting the 
Cs10w setting. Alternatively, the gain can be calculated from the phase according to: 

flC 1 -=----
fll IdYldCI U 

(43) 

The use of equation 43 allows the software to calibrate the C trace on line without knowing 
the Cs10w and Gseries settings of the patch-clamp amplifier. 

3.3.3. Discontinuities in Capacitance Traces Accompany Phase Changes 

Usually in the piecewise-linear technique, the bulk of the sinusoidal current is nulled 
out using capacitance compensation circuitry before the experiment begins. However, the 
current can become substantially uncompensated during the course of an experiment if major 
changes in Ra or Cm occur. In this case, each change in phase can lead to discontinuities in 
the C and Gac traces as the unnulled current is projected onto the rotated axes. Elementary 
trigonometry yields (for small flex): 

(44) 
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where Cb and G"",b indicate their respective values before aa. If gain changes accompany 
aa (Fidler and Fernandez, 1989), then a slightly more complicated relationship holds: 

ac = (R - l)Cb - RG"",baa 

aGa<: = (R - l)G"",b + Rcbaa (45) 

where R is the ratio of the gain after the phase change to the gain before the phase change. 
Thus, displacements in the C and Ga<: traces can be corrected using equation 45; remaining 
discontinuities suggest that parameter changes occurred during the resistor-dithering period. 

4. Stimulation with Signals Containing Multispectral Components 

As previously mentioned, the main problem with using a stimulus that contains only 
one sinusoid frequency is that, in principle, no more than two parameters can be uniquely 
determined. The Lindau-Neher algorithm gets an additional piece of information from the 
DC current, but in this case the zero-current potential (Er) must be considered (Okada et al., 
1992). A more spectrally rich stimulus can be used to determine all three parameters of Fig. 
2B. In addition, the additional information available can be used to evaluate the "goodness of 
fit" of the equivalent-circuit model to the actual response of the cell. Square-wave stimulation 
presented in Section 2 is an example of a stimulus with multispectral components that is 
analyzed in the "time domain." The present section concentrates on "frequency-domain" anal
ysis. 

It is important to point out that the use of more frequency components does not necessarily 
make Cm estimates more accurate or lower in noise. In fact, the opposite can be true if the 
estimation algorithm is not carefully designed. In general, the contribution of each frequency 
component to the Cm estimate should be weighted according to its signal-to-noise ratio. The 
optimal frequency range for generating Cm estimates will be presented in Section 5.1.1. In 
addition, the use of spectrally rich stimuli provides more pieces of information than are 
required to determine the three parameters; therefore, some sort of fitting of measured data 
to the model is required. This complicates the estimation algorithm and leaves open the 
possibility of convergence to false parameter values if poor initial estimates are given. 

4.1. Stimulation with 1\vo Sinusoids 

The use of two sinusoids has been proposed for cases where large changes in Rm might 
contaminate Cm estimates (Rohlicek and Rohlicek, 1993; Donnelly, 1994). With two sinusoids, 
one has four pieces of information (the real and imaginary component at each frequency) 
in order to solve for three parameters (Ra, Rm, and Cm). One can "fit" the four measurements 
to the data using some criteria such as minimizing the squared error. Alternatively, a nonunique 
algebraic solution for the parameters can be arbitrarily chosen (Rohlicek and Rohlicek, 1993; 
Donnelly, 1994; Rohlicek and Schmid, 1994). 

Principles of phase-sensitive detection (see Appendix A) can easily be extended to 
determine the real and imaginary components of the two sinusoids as long as the ratio of 
the two frequencies is an integer. In this case the maximum parameter estimation rate is 
equal to the lower frequency. 
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The frequencies and amplitudes of the sinusoids can be chosen to try and minimize the 
noise of em estimates; therefore. the discussion of these choices is delayed until Section 5.1.2. 

4.2. Stimulation with a Pseudorandom Binary Sequence 

It is possible to create a signal containing a very broad range of frequencies simply by 
alternating the voltage between two levels (say Vdc + M and Vdc - M) at random intervals. 
Such a signal can be generated with hardware using digital shift registers with feedback 
(Clausen and Fernandez. 1981) or by outputing values stored in computer memory with a 
digital-to-analogue converter. 

The smallest possible time interval between level changes (8) determines the highest 
frequency component of the signal. If the probability of changing levels at each time increment 
(integer mUltiple of 8) is 0.5. then the power spectrum of the resulting signal is given by: 

(46) 

The spectrum of a PRBS is quite flat for frequencies up to about 0.3/8; therefore. the 
signal is a good approximation of "white noise." The advantage that this type of signal has 
over gaussian-distributed white noise is that the amplitude of the stimulus is absolutely 
restricted for PRBS. It was noted earlier that the stimulus voltage must never exceed the 
threshold for significant activation of voltage-dependent conductances if the assumption of 
linearity is to remain tenable in excitable cells. Gaussian-distributed white noise always has 
a finite (although small) probability of reaching values many standard deviations from the 
mean value. 

A PRBS is also optimized for delivering the maximum power for a given voltage 
excursion. Recall that the power of a signal is proportional to the square of its rms (root 
mean square) value. The rms value for PRBS is identical to the amplitude of the voltage 
excursion (U). whereas the rms value of a sinusoid is only U/2112. It will be demonstrated in 
Section 5 that the minimum rms noise of em estimates is inversely proportional to the 
amplitude of the applied stimulus. However. this potential advantage is not realized because 
much of the power of a conventional PRBS signal is contained at frequencies outside the 
range that is optimal for estimating em (see Section 5.1.1). 

Frequency-domain methods for estimating parameter values use a fast Fourier transform 
to obtain the complex current in response to stimulation with a PRBS. The complex admittance 
is then found by dividing the complex current by the previously stored Fourier transform of 
the PRBS signal. Parameter values can be obtained by fitting the admittance to the theoretical 
relationship given in equation 23 (Fernandez et aI., 1984). 

5. Resolution Limits of Membrane Capacitance Measurements 

In order to maximally resolve changes in em. careful attention to noise sources is required. 
The following analysis emphasizes stimulation with a single sine wave. but concepts explored 
here are applicable to more spectrally rich excitations also. 

Sources of noise that limit the resolution of em measurements certainly include those 
of biological origin such as constitutive exocytosislendocytosis and the fluctuation of ionic 
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channels in the cell membrane. Many times, ionic channels are largely blocked by the contents 
of the pipette solution and by the maintenance of a hyperpolarized potential during em 
measurements. Even if these biological sources of noise are minimal, however, there are 
fluctuations in em estimates caused by thermal noise in the equivalent circuit of Fig. 2B, 
which are discussed in Section 5.1. Sources of "excess" noise that the experimenter has 
some control over are discussed in Section 5.2. 

5.1. Thermal (Johnson) Noise Limits the Resolution of em Measurements 

Any energy-dissipating physical system exhibits fluctuations of thermal origin. Whereas 
em, as an energy storage component, has no thermal noise associated with it by itself, the 
resistors Rm and particularly R. contribute the Johnson noise that provide the lower bound 
in the variance of em estimates. 

In general, the power spectral density of the current noise (Sr) is 4 kT times the real 
part of the admittance of a network. For the case of the equivalent circuit of Fig. 2B, SrCf) 
is given by: 

(47) 

Note that at low frequencies, the noise density is dominated by Rl (= Rm + R. "'" Rm). At high 
frequencies, the noise density is determined by R •. At intermediate frequencies (appropriate for 
em measurements), the noise density increases with frequency. 

The current noise variance is related to Sr according to: 

(48) 

Where H(j) accounts for the relative weight of frequencies used in forming parameter 
estimates. In our case, H(j) is dominated by the phase-sensitive detector, which acts as a 
band-pass filter about!c, the stimulus frequency. For a narrow-band filter, H(j) approaches 
zero for frequencies other than !C. * In this case: 

where 

(49) 

BN is defined as the "noise bandwidth" of the estimator. 
The current noise can be related to the noise of em estimates by using the same 

*Equation 49 can be derived by assuming H(j) equals BN8 if - !c), i.e., zero everywhere except for f = !c. 
However, numerical integration of equation 48 indicates that equation 49 is a close approximation under a 
wide variety of common recording conditions. 
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"piecewise-linear" approximation as in Section 3.3 (see Gillis, 1993, for a more rigorous 
derivation of CJ"c neglecting Rm): 

(50) 

Thus, the use of stimulus frequencies at which the admittance is sensitive to changes 
in Cm (aYlaCm large) will also result in Cm estimates that are less sensitive to current noise. 
From equation 31, recall that aYlaCm increases with frequency until 1I21TRpCm, after which 
it decreases with increasing frequency. 
Combining equations 31, 47, 49, and 50 shows that the rms noise of Cm estimates from 
thermal noise (CJ"c.t) is given by: 

(51) 

Figure 7 plots CJ"c,t versus stimulus frequency and actual measured noise levels recorded from 
a model circuit. 

5.1.1. The Optimal Frequency Range of a Stimulus Used to Estimate Cm 

Note in Fig. 7 that at intermediate frequencies, CJ"c" assumes a constant, minimal value 
because both CJ"/ and aYlaCm increase linearly with frequency. This optimal frequency range 
is between frequencies 1m and /p, which are defined as: 

(52) 

Thus, for values of the parameters such as those indicated in the legend to Fig. 7, the optimal 
frequency range is between several hundred Hertz and several kilohertz (Lindau and Neher, 
1988). Measurements with model circuits (Fig. 7), however, suggest frequencies closer to /p 
are better in practice. Note that other frequency ranges may be optimal for preparations with 
different "typical" parameter values. 

For cases where the value of Rm is quite large, the frequency used may be much greater 
than 1m; in addition, R, = Rm and Rp = R.. This results in a thermal capacitance noise (CJ" c,,) 

given by: 

CJ"c" (4kTR.BN)112 thermal voltage noise of R. 
- = = (53) 
Cm UI T(wc) I amplitude of applied voltage sinusoid 
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Figure 7. Cm noise versus frequency measured using a model circuit. The curve was calculated from equation 
51 using parameter values of Ra = 5 Mo. Rm = 0.5 Go. Cm = 22 pF, BN = 100 Hz, U = 10 mY. The circles 
were measured using no capacitance compensation and a 0.5-GO feedback resistor (low gain of patch-clamp 
amplifier). The triangles were measured with capacitance compensation and a 0.5-GO feedback resistor. The 
squares were obtained with capacitance compensation and a 50-GO feedback resistor (high-gain range of 
patch-clamp amplifier). The optimum frequency range for sinusoidal stimulation is betweenfm and.!;" which 
were calculated from equation 52. See Section 5.3.2 for discussion. 

Here the expression has a satisfying intuitive interpretation: the signal-to-noise ratio 
(SNR) of the capacitance estimate equals the SNR of the applied voltage sinusoid. Equation 
53 differs from equation 26 given by Lindau and Neher (1988) in that "U" represents the 
amplitude rather than the rms value of the applied voltage sinusoid. In addition, the T( we) 
term can be thought of as assigning a noise penalty caused by the (usually small) fraction 
of the sinusoidal voltage that drops across R. instead of across em. 

5.1.2. The Choice of Amplitudes and Frequencies for Techniques Using Two 
Sine Waves 

Two algorithms have recently been proposed for estimating the equivalent-circuit param
eters from the real and imaginary current components determined at two frequencies (Rohlicek 
and Rohlicek, 1993; Rohlicek and Schmid, 1994; Donnelly, 1994). In Donnelly's algorithm 
(1994), the frequency ratio is fixed at 2. The Rohlicek algorithm (1993) allows the frequency 
ratio to be any integer value, although a value of 2 was also used in practice. Both groups 
used stimulus sinusoids of equal amplitude, although, in principle, amplitude ratios other 
than 1 can be used. Monte-Carlo simulations (data not shown) indicate an amplitude ratio 
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of 1 may be appropriate for these algorithms because each sinusoid's contribution to the em 
estimate is roughly equal. 

As might be expected from the analysis presented in the previous section, lowest em 
noise is obtained if both frequencies are between fm and fp. The main justification for using 
two sinusoids is cases where Rm becomes quite small, in which case fm might change quite 
a bit during the course of an experiment. In this case the greater of the two frequencies 
should probably be set to something like half the expected h value, and the lower frequency 
should be set according to the desired frequency ratio. 

A frequency ratio greater than 2 provides lower noise estimates of Rm because lower 
frequencies are optimal for estimation of this parameter. On the other hand, em estimates 
become noisier as the frequency ratio increases if the lower frequency drops below fm. In 
addition, the maximum estimation rate is equal to the lower frequency. 

Because there are four measured quantities and three unknown parameters, both of the 
published algorithms represent nonunique algebraic solutions that do not weigh the contribu
tion of each sinusoid to the em estimate according to its signal-to-noise ratio. Monte-Carlo 
simulation suggests that both algorithms have at least twice the rms capacitance noise as the 
Lindau-Neher algorithm applied under comparable conditions (data not shown). Better noise 
performance can be expected as algorithms are developed that optimally fit the four measured 
quantities to the three-parameter model. 

5.1.3. The Noise Bandwidth Under Common Recording Conditions 

The noise bandwidth (BN, defined in equation 49)* depends on how the phase-sensitive 
detector (PSD) is implemented. If the PSD integrates m sine waves (common in software 
PSDs, e.g., Herrington and Bookman, 1993): 

I H(f) I = I sine 1Tm(f - !c)1 !c) I 
1Tm(f - !c)/!c 

:. BN = !clm 

(54) 

If a single-time-constant (1") low-pass filter is used to filter the output of the PSD 
(common in analogue lock-in amplifiers): 

I H(f) I = {I + [2m(f - !c)P} -1/2 (55) 

5.2. Excess Noise Sources 

Excess noise sources can be reduced by careful experimental design. A "figure of merit" 
is the ratio of the rms magnitude of an excess noise source to the minimal thermal noise 

*The "noise bandwidth" should not be confused with the "3dB bandwidth" (f,dB) of fluctuations in Cm• f3dB 
for a digital PSD "" 0.45f/rn, whereas f3dB for an analog LIA = 11 (2'ITT). 
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(<Te•t). Assuming independent noise sources, the total measurement noise is given by: 

<Te.1 <Te.2 [ ( )2 ()2 ] 112 
<Te.total = <Te•t 1 + <Te,t + <Te,t + ... (56) 

5.2.1. Noise in the Patch-Clamp Amplifier Headstage 

Thermal current fluctuations in the feedback resistor of a patch-clamp amplifier headstage 
contributes an excess noise (<Te,RC) given by*: 

<Te,RC _ (RtIRc)II2(1 + w~R~ayl2 
<Te,t - (1 + w~RmRpa.)112 (57) 

For the low-gain range of a patch-clamp amplifier such as an EPC-7, Rc = 500 Mil "Typical" 
parameter values of R. = 10 Mn, Cm = 5 pF, Rm = 1 Gn, and!c = 1 kHz yield <Te,RrI<Te,t = 
0.45. Substitution into equation 57 suggests that the excess noise from Rc is about 10%. 
Thus, at "typical" frequencies, capacitance measurements are unlikely to be greatly affected 
by thermal noise of the feedback resistor (Lindau, 1991). Low-frequency measurements, 
however, can exhibit significant excess noise when a low Rc value is used. For example, 
with the same parameter values given above, a stimulus frequency of 100 Hz results in a 
67% increase in noise over the thermal minimum (also see Fig. 7). Noise contributed by a 
resistive feedback patch-clamp amplifier operating in a high-gain range (e.g., Rr = 50 GO) 
or by a capacitive feedback amplifier (e.g., Axopatch 200) should be completely negligible. 

5.2.2. Quantization Noise 

This source of excess noise is the limited resolution of analogue-to-digital converters 
(ADCs). 

Sol.2a. In the Lindau-Neher Technique Without Capacitance Compensation. 
Quantization errors can be significant when the L-N algorithm is implemented by sampling 
the two outputs of an analogue lock-in amplifier with 12-bit ADCs (Lindau and Neher, 
1988). The quantization noise (<Te,q) is approximately given by (Gillis, 1993): 

Cm,fs/2 
<T =--

e,q 2" (58) 

where Cm,cs is the capacitance value that results in saturation of the ADCs and n is the number 
of bits of resolution of the ADC. t For example, for a full-scale capacitance (Cm,cs) of 8 pF 
and a 12-bit ADC, <Te,q """ 1 fF. Under common conditions quantization noise can be several 
femtofarads (see Fig. 9). 

*The power spectral density of the current in the feedback resistor (SI.Rr) equals 4kTIRr• By analogy with the 
derivation of equation 51: O"c,RrlO"c,t = (SI,RrlSI) 112. 
tNote, when using the Lindau-Neher technique with an analogue lock-in amplifier, the range of the ADCs 
should be set to 0 to full-scale voltage, because the outputs of the LIA are always positive. If the range is 
set to ± full-scale voltage, then the effective value of n is reduced by I. 
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From consideration of equation 58, it is apparent that the use of 16-bit ADCs should 
not result in significant quantization noise (Lindau, 1991). It should be noted that equation 
58 does not apply to cases in which the phase-sensitive detection is implemented in software. 
Such estimates should be less sensitive to quantization errors because a number of sampled 
current points are processed to estimate A and B (see Appendix A). This processing leads 
to a certain amount of "averaging out" of quantization errors (see the following section). 

s.2.2b. In Digital Phase-Sensitive Detectors. With Joshi and Fernandez's (1988) 
algorithm for implementing a digital PSD (four points per sine-wave cycle) the excess 
quantization noise is approximately given by (Gillis, 1993): 

O"c,q = '&1/6"2 _ quantization current noise 
O"c,t (4kT!c/Ra)ln thermal current noise of R. 

(59) 

where '&1 is the current resolution of the ADC. For example, for a patch-clamp amplifier 
gain of 10 mV/pA, + 10 V full scale voltage, and a 12-bit ADC, '&1 = 2 nN4096. If R. = 
10 Mn, then O"c./O"c,t "'" 0.16. Even better performance should be expected for digital PSDs with 
more points per sine wave. Thus, no dramatic improvement can be expected on replacement of 
12-bit by 16-bit ADCs. 

5.2.3. "Aliasing Noise": Choosing the Number of Points per Sine-Wave Cycle 

In implementing a phase-sensitive detector in software, an important design parameter 
is the number of points per sine-wave cycle (Pc) that is used. The sampling rate if, = pJc) 
and the number of calculations required to generate each em estimate increase linearly with 
Pc. Thus, hardware limitations will provide an upper limit to the parameter. Commonly, the 
same number of points per cycle are output from the DAC in constructing the sine wave as 
are sampled by the ADC to be used in the phase-sensitive detection algorithm. Thus, there 
are two issues involved in choosing a minimum value of Pc: the generation of a smooth sine 
wave and the maintenance of a sampling rate fast enough to avoid "aliasing." 

The sine wave is usually created by low-pass filtering of the signal output from a DAC. 
The raw output of the DAC is a series of voltage levels that remain constant between sampling 
intervals (giving the signal a "staircase" appearance). In order to generate a smooth sine 
wave, the low-pass filter that follows the DAC output should have a cutoff frequency greater 
than!c and a sharp enough roll-off that frequencies above (Pc - 1)!c are attenuated to the 
background noise level. Certainly this criterion is easier to fulfill for a large Pc value; it 
follows intuitively that more points make a better sine wave. It is worth mentioning, however, 
that a pure sine-wave input is not essential to the operation of the PSD as long as high
frequency components do not saturate the patch-clamp amplifier. In addition, filtering in the 
stimulus pathway will also lengthen the rise time of a depolarizing step. 

The most important reason for choosing a Pc value greater than some minimum value 
is to avoid aliasing. Frequency components greater thanf,l2 alias as lower-frequency signals, 
which can lead to an increase in measurement noise. The noise of em estimates is particularly 
sensitive to aliasing because current noise is greatest at high frequencies (see equation 47). 
The low-pass filter that precedes the ADC certainly needs to pass frequencies at least as 
high as the stimulus sine wave frequency lfc). In fact, the cutoff frequency of the filter should 
be set to at least 2!c if the desired time resolution of em is on the order of the period of the 
sine wave (l/.fc). In this case a Pc value of 4 results in a sampling rate if, = 4fc) that exactly 
satisfies the minimum Nyquist sampling rate (twice the cutoff frequency of the low-pass 
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filter). Because real-world low-pass filters do not absolutely eliminate frequencies above 
their cutoff values, some increase in noise from aliasing will occur. 

Figure 8 presents some measurements using a model cell network that show the effect 
of Pc on the Cm noise level. The use of four points per sine wave results in excess noise 
except when the low-pass filter was set to only 1 kHz (1.25 !c), a value not acceptable if 
maximum time resolution is desired. It is apparent from Fig. 8 that a minimal value of Pc 
of about 10 is desirable in practical situations (also see Herrington and Bookman, 1993). 

A similar problem can occur in analogue lock-in amplifiers that use square-wave demodu
lation for phase-sensitive detection (see Appendix A). In this case, the signal input to 
the lock-in amplifier (ipc, the patch-clamp amplifier signal) should be filtered to eliminate 
frequencies above 3!c. 

5.2.4. Degradation of Resolution as a Result of Noncontinuous Data Acquisition 

Often the stimulus waveform is applied intermittently at a rate of a few Hertz to allow 
the computer time to implement the estimation algorithm and to perform other tasks. In this 
case, the estimates are significantly noisier than those generated by techniques that average 
the signal over the entire period between estimates. For example, a 50-msec-duration wave
form applied five times per second (25% "duty cycle") results in an rms Cm noise twice as 
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Figure 8. Noise of em estimates as a function of the number of points per sine-wave cycle (P,). The frequency 
of the stimulus sinusoid was 800 Hz, and the cutoff (-3 dB) frequency of the low-pass filter that precedes 
the phase-sensitive detector was set to either I kHz (circles), 2 kHz (squares), or 3 kHz (triangles). The 
Nyquist sampling frequency corresponds to a p, value of 2.5 (circles), 5.0 (squares), or 7.5 (triangles). (p, 
values must actually be integers.) The excess noise at small p, values results from aliasing. The arrows 
indicate the minimum thermal noise level calculated from equation 53 with BN determined by a numerical 
integration of the H(j) function given in equation 54. (The approximation BN "" fclm is not valid when the 
cutoff frequency of the low-pass filter is less thanj; + f!m.) Measurements were made from a model circuit: 
em = 4.5 pF, Ra = 5.3 MD, U = 25 mY, with em estimates generated from data collected from individual 
sine-wave periods (m = I). 
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large as that obtained with continuous acquisition. Because continuous acquisition over long 
periods of time is not always practical, a reasonable compromise is to use continuous 
acquisition during periods of greatest interest (such as immediately before and after a depolar
izing pulse) and then use intermittent acquisition during periods where resolution is not 
as critical. 

5.3. Results of Noise Measurements 

The rms noise of em estimates was measured in both actual cells and cell models in 
order to illustrate low-noise techniques and to compare different methods of estimating em 
or Llem• 

5.3.1. Actual Cells Can Have em Noise Levels near the Theoretical Minimum 

Figure 9 presents measurement noise data obtained from actual cells using an analogue 
lock-in amplifier. The data were obtained from portions of records selected for low noise. The 
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Figure 9, Actual cells can have em noise levels near the theoretical minimum. Circles were obtained using 
the Lindau-Neher algorithm with an analogue lock-in amplifier sampled with 12-bit ADCs. The theoretical 
quantization noise under conditions of these measurements (from equation 58) was about 2.7 tF. The squares 
were obtained using the L-N algorithm with a digital PSD (l6-bit ADCs). The triangles were recorded using 
the piecewise-linear technique with an analogue lock-in amplifier. The line indicates the approximate minimum 
noise level calculated from equation 53 with T (Ill) "" 1, BN = 2.5 Hz, and U = 15 mY. Circles and triangles 
were obtained from rat pancreatic B cells. Squares were obtained from bovine adrenal chromaffin cells. 
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triangles were obtained using the piecewise-linear technique (with capacitance compensation). 
They demonstrate that actual cells can be recorded with em noise levels near the thermal 
minimum. The circles were obtained using the Lindau-Neher technique with 12-bit ADCs 
and an analogue lock-in amplifier. Here, quantization noise dominates. The squares indicate 
values obtained using the L-N algorithm with a software PSD and I6-bit ADCs, demonstrating 
that this technique can also achieve near-ideal noise levels. It should be pointed out, however, 
that actively secreting cells often have noise levels severalfold higher than the minimum 
thermal noise value. 

5.3.2. Results with Model Circuits 

Figure 7 presents noise measurements made using the Lindau-Neher algorithm with a 
software phase-sensitive detector (PULSE software) using the MC-9 model circuit (HEKA). 
The solid line indicates the theoretical minimum noise level (from equation 51) using parame
ter values indicated in the legend. The squares were obtained using a high gain (50-GO 
feedback resistor) and capacitance compensation (thus, equations 30 were applied). Very 
nearly ideal noise levels at high frequencies (;::: I kHz) were obtained under these conditions. 
Lower frequencies exhibited "excess noise," perhaps due to low frequency noise sources not 
modeled by equation 47. The triangles were obtained under the same conditions, except a 
smaller value feedback resistor (0.5 GO) was used. As expected from equation 57, the noise 
is significantly higher only at low frequencies «300 Hz). The open circles were obtained 
with the smaller feedback resistor and no capacitance compensation. The excess noise at 
low frequencies (compared to the squares) is caused by the feedback resistor, but there is 
also excess noise above 2 kHz when compared to measurements made with capacitance 
compensation. One possible explanation for this observation is the presence of a small amount 
of high-frequency noise in the stimulus pathway of the EPC-9, which is canceled when 
capacitance compensation is used. 

Noise measurements were also made using other em estimation techniques on the same 
model circuit. An analogue lock-in amplifier that integrates the signal over one sine-wave 
cycle gave a noise level of about 7.5 fF at a frequency of 800 Hz* compared with 8.4 fF 
measured at I kHz with a digital PSD. Thus, analogue lock-in amplifiers may be slightly 
less noisy than (properly configured) software PSDs, but the difference (10-15%) is not very 
significant. The piecewise-linear method gave nearly identical noise performance as the 
Lindau-Neher technique. 

Noise in em estimates generated with square-wave stimulation were also measured using 
the cap. track software of the EPC-9. Under comparable conditions as in Fig. 7 (::!:: lO-mV 
voltage steps over a lO-msec interval), this technique gave an rms noise level of about 6.9 
fF. By comparison, the minimum noise value obtained with a lO-mV-amplitude sine wave 
using the Lindau-Neher technique (software PSD) was 8.4 fF. Thus, square-wave stimulation 
can achieve noise levels comparable to sinusoidal techniques. The slightly lower noise level 
ofthe time-domain technique (15-20%) may be because a square wave has a (=40%) greater 
rms value for a given voltage excursion than a sine wave. For example, taking only the first 
two terms of the Fourier series, a I-kHz, lO-mV-amplitude square wave contains a 12.7 mV 
amplitude sinusoid at 1 kHz and a 4.2 m V sine wave at 3 kHz. 

*This rms noise value was obtained by dividing the actual measured value by gin in order to allow direct 
comparison with results obtained in Fig. 7, where BN = 100 Hz; see equation 54. 
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6. Practical Application, Hints, and Warnings 

6.1. Choosing the Technique 

The first consideration in undertaking capacitance measurements is the choice of the 
technique. Certainly the decision will hinge on the type of experiments that are planned. 
However, because there are a variety of ways of performing the same measurement, a large 
part of the decision will depend on how well each available technique fits in with the lab's 
existing hardware, software, and individual preferences. 

6.1.1. Square-Wave versus Sinusoidal Stimulation 

If changes in em are to be monitored during the course of an experiment without the 
need for high time resolution, then estimation from square-wave stimulation may be appro
priate. This is particularly convenient if one already uses software that includes this feature. 
The limited time resolution of some software that uses square-wave stimulation (on the order 
of 5 Hz) results from the "down time" for calculations between sweeps of stimuli. Even 
large changes in Rm and R. should have little effect on em estimates as long as they are slow 
compared to the estimation rate and the equivalent circuit of Fig. 2B is a valid model of the 
cell. Perhaps the greatest advantage, however, is that the "goodness of fit" of the estimates 
can be readily evaluated by seeing how well the current transient is canceled by the capacitance 
compensation circuitry. In fact, it is a good idea to test the quality of transient cancelation 
using capacitance compensation regardless of the em method used in order to verify the 
appropriateness of the model of Fig. 2b. Perhaps the greatest disadvantage is that some 
algorithms that use square-wave stimulation can converge to clearly false values if poor 
initial "guesses" are given. Thus, this technique can be less "robust" in response to large, 
sudden parameter changes than the Lindau-Neher technique. Another disadvantage is that 
a square wave contains high-frequency components that are filtered; therefore, the current 
response of equation 1 is only an approximation. 

6.1.2. One Sinusoid versus Two 

The two principal techniques that use a single sine wave are the piecewise-linear 
technique (Section 3.3) and the Lindau-Neher technique (Section 3.2). The P-L technique 
is not well suited to the case where Rm becomes quite small (within an order of magnitude 
of Rm) because it becomes impossible to find a phase where changes in em can be monitored 
independently of changes in both R. and Rm (1] *" e + 90°, see equation 33). As mentioned 
in Section 3.2, the Lindau-Neher technique uses the DC current to estimate Rl based on the 
assumption of a constant reversal potential (Er). This assumption may lead to errors if both 
(1) Er shifts during the course of an experiment and (2) Rm is quite small, approaching within 
an order of magnitude of R •. The additional piece of information needed to estimate Er can 
be obtained by stepping the holding potential (Section 3.2, Okada et aI., 1992). Other types 
of stimuli that would be appropriate under these conditions are a square wave, PRBS, or 
techniques that use two sinusoids. 

Currently published algorithms for estimating em using two sinusoids (Rohlicek and 
Rohlicek, 1993; Donnelly, 1994; Rohlicek and Schmid, 1994) can be expected to be about 
twice as noisy as the Lindau-Neher algorithm (or square-wave stimulation) under comparable 
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conditions (Section 5.1.2). Therefore, these algorithms may not be optimal for general use. 
Nevertheless, techniques that use two sinusoids may be useful for cells that undergo dramatic 
changes in Rm, since attaining a low em noise level is much less important than accurately 
estimating em in the face of large changes in Rm. 

6.1.3. Implementing the PSD in Hardware versus Software 

A hardware lock-in amplifier can be used to perform a good part of the signal processing 
required and thereby reduce the computational burden on the computer hardware (Lindau 
and Neher, 1988). When used with the piecewise-linear technique, it also provides an analogue 
signal that is directly proportional to changes in em, that can be displayed directly on a chart 
recorder and recorded with virtually any type of data acquisition system. A hardware lock-in 
amplifier may also be slightly (-10%) lower in noise than a software PSD (see Section 5.3.2). 

Phase-sensitive detection in software, however, certainly has the advantage of greater 
flexibility. As computer hardware continues to climb the performance/price curve, commonly 
available and affordable computers are able to perform the required calculations in real time. 
Implementation in software allows the elimination of a several-thousand-dollar instrument 
and the automation of gain and phase adjustment. In addition, a software "virtual instrument" 
allows all the "front panel controls" (frequency, gain, phase) to be stored along with the data 
or to be used for further processing, such as the application of the Lindau-Neher algorithm. 

In order for the software PSD to be useful, it must be tightly integrated with software 
used for data acquisition, voltage-clamp pulsing (if desired), and data analysis. Writing such 
software "from scratch" is a daunting challenge. Commercial and public-domain software 
is now beginning to fill the void but is always designed around a particular computer and 
data-acquisition interface. 

6.1.4. The Lindau-Neher Algorithm versus Piecewise-Linear Techniques 

There are several advantages of the Lindau-Neher algorithm. Most importantly, it 
provides em estimates that are independent of changes in either R. or Rm. Large variations 
in any of the parameters can be followed without changing the phase setting of the PSD. 
Actual values of all three parameters are generated rather than just relative changes. In 
addition, external resistor dithering and calibration using capacitance compensation circuitry 
are not required. 

Nevertheless, P-L techniques can be more convenient under certain circumstances. As 
mentioned previously, an analogue signal proportional to changes in em can be generated 
directly as the output of an analogue lock-in amplifier. Calibration by offsetting capacitance 
calibration can actually be quite convenient because it does not require taking into account 
the gains of the lock-in and patch-clamp amplifiers and the frequency and amplitude of the 
stimulus sinusoid. Also, software does not have to take into account the settings of the 
capacitance compensation (Clow and Gseries) in order to estimate changes in em (Section 3.2.1). 
In addition, since the phase is found empirically, the actual phase value (which takes into 
account delays generated by various low-pass filters, Section 3.2.2) does not have to be 
determined. These conveniences should become less important as software is developed that 
allows computer control of all pertinent experimental settings (a "virtual instrument," e.g., 
EPC-9) or direct reading of the relevant parameters (via instrument "telegraphing"). 
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6.2. The Recording Configuration 

6.2.1. Square-wave Stimulation and PRBS 

Square-wave stimulation and PRBS use high-frequency information in forming em 
estimates. Therefore, filtering in the stimulus pathway should be minimal (e.g., a 2-fLsec 
time constant), and the output filtering should also be set to a high value (about 30 kHz). 
The sampling rate should also be very fast (say 100 ksampleslsec or higher). If possible, a 
16-bit ADC should be used. Thus, a reasonably high-performance (and expensive) data 
acquisition system is needed. For generating estimates at a fast rate (say greater than 101 
sec), a high-performance computer will also be required. 

In many cases the measurement is performed with capacitance compensation disabled 
(an exception is square-wave stimulation in the EPC-9); therefore, the patch clamp amplifier 
is usually set to a low gain in order to prevent the amplifier from saturating. 

6.2.2. Sine-Wave Stimulation 

The frequency of the sine wave should be selected to be between frequencies 1m and h 
calculated from equation 52 using estimates of R., Rm, and em that are "typical" for the cell 
type used. In general, we recommend a value closer to Ip (e.g., 0.3 h) because of the possibility 
of "excess noise" sources of lower frequencies. 

6.2.2a. Using an Analogue Lock-in Amplifier. A dual-phase lock-in amplifier is 
required. Custom designed lock-in amplifiers can generate the stimulus sine wave as well 
as perform the PSD operation (Lindau and Neher, 1988; Gillis, 1993). If a commercially 
available model is used, then a function generator will also be required to provide the sine 
wave, and some sort of summing junction will be needed if voltage-clamp pulses are to be 
added to the sinusoid. 

The phase can be set either manually or digitally if the instrument has a GPIB (general 
purpose interface bus) capability. For phase adjustment using a piecewise-linear technique, 
the phase setting of the instrument can be left at some arbitrary value, and a basic software 
"rotation of axes" can be performed to adjust the effective phase to any desired value 
(Lindau, 1991). 

The signal input to the lock-in amplifier (the signal output from the patch-clamp 
amplifier, ipc) should be filtered to eliminate frequencies greater than 3!c (see Appendix A). 
A cutoff frequency of 2!c is generally recommended. 

The outputs of a lock-in amplifier are often filtered with a basic single-pole low-pass 
filter. The time constant can be set as the usual tradeoff between noise and speed of response. 
For calculating the minimum thermal noise of em estimates (equation 51 or 53), the noise 
bandwidth is 1I2T (equation 55). The 3-dB bandwidth of the lock-in outputs is 1I2'TTT; 
therefore, if the outputs are sampled at 10 Hz, a T of about 50 msec is appropriate. 

If maximum time resolution is required (on the order of 1!fc), then a single-time
constant filter may not be appropriate. This is because the phase-sensitive detection involves 
a "demodulation" operation that results in a signal spectrum that has a prominent component 
at 2!c, which is not sufficiently attenuated with a single-pole filter. This harmonic component 
can be eliminated by analogue averaging of the signal over an integral number of sine-wave 
periods (Breckenridge and Almers, 1987; also see Appendix A). 

6.2.2h. Using a Software PSD. Two design choices unique to a software PSD are 
the number of points per sine wave (Pc, Section 5.2.3) and the number of sine waves averaged 
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to produce an estimate (m). Because Pc is selected to avoid aliasing (see Section 5.2.3), a 
good choice would be to set the cutoff frequency of the low-pass filter that follows the 
current output of the patch-clamp amplifier to about 2!c and use a Pc value of 10 or greater. 
The value of m is chosen as a tradeoff between measurement noise and time resolution. The 
frequency that estimates are generated isfJm, which is identical to the "noise bandwidth" that 
can be used to estimate the minimum thermal noise limit from equation 51 (see Section 5.1.3). 

Usually a low-pass filter follows the DAC output in order to produce a smooth sine 
wave (Section 5.2.3). A cutoff frequency of about 2!c yields a clean sine wave if the Pc value 
is 10 or greater. Keep in mind that the low-pass filter will slow the rise time of a voltage 
step. (The 0-90% rise time is about 0.7/f-3dB for an eight-pole Bessel filter.) If a fast rise 
time is essential, use only the stimulus filter built into the patch-clamp amplifier, but make 
sure the output filter has a sharp cutoff (e.g., at least four poles) and use a large Pc value to 
avoid aliasing. Make sure the patch-clamp amplifier does not saturate from the high-frequency 
components of the stimulus. 

A 12-bit ADC may be sufficient for implementing a software PSD (Section 5.2.2b), 
and the maximum sampling rate needed is only about 50 kHz. However, a 16-bit data 
acquisition system, if available, is preferable. 

6.2.2c. Implementing the Lindau-Neher Technique. If the L-N algorithm is imple
mented with an analog lock-in amplifier, and capacitance compensation circuitry is not used, 
a 16-bit data acquisition system is recommended to avoid "quantization noise" (Section 
5.2.2a). If only a 12-bit ADC is available, set the gain of the lock-in amplifier (and/or patch
clamp amplifier) as high as possible without saturating. If capacitance compensation circuitry 
is used, equations 30 can be used to account for the effect of this circuitry on the sinusoidal 
current. If any significant membrane conductances are expected to be activated during 
the course of an experiment, then E, should be set to the zero-current potential of the 
expected conductance. 

6.2.2d. Implementing the Piecewise-Linear Technique. Series resistance dithering 
(Section 3.3.1) is a convenient way of automating phase determinations. However, a serious 
error in phase can result if R. and Cp (pipette capacitance) are not very small (see Section 
3.3.1). In some cases, a large value series resistor (R~) reduces both the mean error (equation 
38) and the statistical variance of the phase ("phase jitter," equation 40). A value of about 
0.5-2.0 Mil is appropriate. The number of sine waves averaged before and after the resistor 
is switched should be on the order of 100. 

Discontinuities in C traces can accompany phase changes (Section 3.3.5). Equation 45 
can be used to correct these displacements if they are of concern. 

6.3. Suggestions for Low-Noise Recording 

Consideration of equations 51 and 53 suggests the most effective way to minimize noise 
is to increase the amplitude of the stimulus sinusoid (U). The limit to this approach is that 
the most positive excursion of the stimulus should not exceed the potential at which voltage
dependent channels are activated in excitable cells (Neher and Marty, 1982). Thus, a more 
hyperpolarized holding potential (DC offset) can allow a larger U value to be used. In 
nonexcitable cells, U is limited by the voltage that the membrane can support without 
dielectric breakdown. Smaller values of R. result in lower noise also, but the impact is limited 
because the noise goes with the square root of R.; nevertheless, high values (not uncommon 
in perforated-patch recording) are detrimental to noise performance. ac•t increases linearly 
with the baseline capacitance (Cm); therefore, smaller cells can be selected if noise is critical. 
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For detecting unitary fusion events, recording from an "on-cell" patch may be useful (Neher 
and Marty, 1982). Since fusion events are rare in "on-cell" recording, however, one is losing 
the signal as well as the noise. 

The use of hydrophobic ions to increase the specific capacitance of the membrane 
has been proposed for high-resolution studies of membrane capacitance (Oberhauser and 
Fernandez, 1993). The charged groups of these ions increase the dielectric constant of the 
membrane as the hydrophobic portions of the ions become incorporated into the membrane 
core. Incubation of mast cells with dipicrylamine increases the baseline capacitance of the 
cell by 2.5-fold, whereas step increases in capacitance from the fusion of individual granules 
is enhanced sevenfold (Oberhauser and Fernandez, 1993). The better incorporation of the 
ions into granule membranes than in the plasma membrane is important, since equal loading 
would not result in any improvement in the signal-to-noise ratio (see equation 53). 

The noise bandwidth (BN) is under the control of the experimenter; reducing BN provides 
the classic tradeoff of lower measurement noise for a slower responding system. Equations 
54 and 55 give the value of BN under common recording conditions. 

Quantization errors are a significant source of excess noise when implementing the 
Lindau-Neher technique with an analogue lock-in amplifier sampled with 12-bit ADCs 
(Lindau and Neher, 1988). When one is implementing the piecewise-linear technique using 
an analogue lock-in amplifier and 12-bit ADCs, a general rule of thumb is that a 100-fF 
change in capacitance (e.g., during a calibration) should produce a change in the C output 
of at least 1 V for quantization noise to be negligible. Reconstruction of small, single-granule 
fusion events requires severalfold higher gain. 

"Aliasing noise" can be eliminated by using a large number of points per sine wave 
cycle (Pc) and an appropriate cutoff frequency in the low-pass filter that follows the patch
clamp amplifier (Section 5.2.3). In most cases four samples per period are not sufficient; we 
recommend 10 or more. 

Noncontinuous data acquisition can also degrade resolution (see Section 5.2.4). 

6.4. Some Sources of Errors and Artifacts 

6.4.1. Monitor Gac or Ra 

The most important thing that can be done to guard against errors or artifacts in Cm 

measurements is to monitor changes in resistive parameters along with Cm changes. For the 
piecewise-linear technique, the Gac signal should be recorded, and for the Lindau-Neher 
technique, Ra (and, if it undergoes large changes, Rm) estimates serve as the control. Parallel 
(or anti parallel) changes in Cm and the resistive parameters are indicative of either (1) an 
incorrect phase setting or (2) a cell that is not well modeled by the simple equivalent circuit 
of Fig. 2B.* 

It is quite simple to apply this test over short intervals, such as before and after a brief 
depolarizing pulse, because the basic assumption is that changes in Cm should occur without 
accompanying changes in resistance (see Fig. IB). Over the course of minutes, however, 
actual changes in resistive parameters can be expected to occur. In this case, the main criterion 

* An exception to this general rule is the case where the insertion of ionic channels into the plasma membrane 
accompanies vesicle fusion. If this is believed to be the case, extreme caution must be applied to rule out 
the possibility of artifact (Zorec and Tester, 1993). 
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is that changes in capacitance and resistance should not be well correlated, i.e., increase and 
decrease in parallel or antiparallel. 

Often, even under good conditions, there is a small amount of correlation between 
estimated changes in resistance and capacitance, so what is considered an "acceptable" level? 
When using the piecewise-linear technique, correlated changes in C and Goc can be quantitated 
as a phase error (aerr). A 5% correlation between uncalibrated* C and Goo traces corresponds 
to roughly a 3° phase error, which perhaps should be considered as near the upper limit of 
acceptability. With the Lindau-Neher technique, the interpretation is not as straightforward. 
However, an a err value can also be calculated from equation 35 for abrupt changes in resistive 
parameters that appear as small changes in Cm. For the case of an abrupt change in Cm (such 
as following a depolarizing pulse) that also appears as a small change in R., equation 35 can 
be reconfigured as: 

(60) 

It should be emphasized that aerr is only a "figure of merit" and does not necessarily 
correspond to a genuine phase error, since the actual problem may be that the cell is not 
well represented by the three-component equivalent circuit. If a err actually does represent 
phase problems, then the error in the 0° phase setting of the Lindau-Neher technique (Section 
3.2.2) is aej2 because of the relationship expressed in equation 41. 

6.4.2. Watch the Fluid Level of the Bath 

The pipette capacitance (Cp) of Fig. 2A can be minimized by coating the pipette with 
a hydrophobic substance and by maintaining a reasonably low bath level. Since the contribu
tion to the current by Cp can be largely eliminated by Cfast compensation, it is usually neglected 
in circuit analysis. Major changes in fluid level, however, can change the Cp value and cause 
havoc in the parameter estimates. Thus, flushes of the bathing solution can introduce artifacts. 
This is particularly troublesome if the fluid level becomes high enough to reach the uncoated 
region of the pipette. 

If series resistor dithering is used to determine the phase in the piecewise-linear technique, 
it is important to minimize Cp by keeping the solution level low (see equation 38). 

6.4.3. Separating Exocytosis from Endocytosis 

As mentioned in the introduction, the "Achilles heel" of Cm measurements is that they 
report only the net rate of exocytosis minus endocytosis. Following a depolarizing voltage 
pulse, Cm often increases abruptly and then, in a quite variable manner, undergoes a much 
slower decrease. This is usually interpreted as exocytosis followed by a much slower phase 
of endocytosis. If this slow rate of endocytosis can be extrapolated back to the time of 
depolarization (i.e., is constant), then exocytosis should be clearly discemable from endocyto
sis. However, some experiments suggest that a fast decrease in Cm can occur shortly after 

*Here, "uncalibrated" means C and Goo are taken directly from the outputs of the PSD with the same gain 
applied to each channel (identical units). That is the case for C and Gac defined by equation 34. 
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an increase in internal Ca2+ to high levels (Neher and Zucker, 1993; Thomas et at., 1994). 
This presumed "fast" phase of endocytosis makes quantitative interpretation of increases in 
em as exocytosis problematic. Quantitative interpretation is even more suspect for slow 
increases in em (such as those that accompany dialysis of stimulatory substances through 
the patch pipette). Amperometric techniques (see Chapter 11, this volume) should help 
address this issue by measuring an actual secreted substance. 

6.4.4. Gating Charge Artifacts 

As mentioned previously, the most positive excursion of the voltage stimulus should 
not exceed the threshold for the significant activation of voltage-dependent channels because 
Rm becomes highly nonlinear. However, em can also have a voltage dependence as a result 
of the mobilization of charges in polarizable membrane proteins. For example, the mobiliza
tion of "gating charges" of voltage-dependent channels at depolarized potentials leads to an 
increase in em (e.g., Fernandez et aI., 1982). 

This contribution to em can be expected to have a bell-shaped dependence on the DC 
value of the stimulus, with the maximum obtained at a potential where the gating charges 
are most likely to move within the electric field (near -40 m V for the case of Na+ channels: 
Fernandez et aI., 1982). Because capacitance measurements used to monitor exocytosis are 
chiefly concerned with changes in em measured at a hyperpolarized DC potential, a small 
constant contribution by mobile charges is not of much concern. However, problems can 
occur in interpreting em changes immediately after a depolarizing pulse because the voltage 
dependence of gating charge movement can shift upon channel inactivation (Fernandez et 
at., 1982; Horrigan and Bookman, 1993). 

For example, Na+ channel gating charges are more mobile at a hyperpolarized potential 
following a depolarizing pulse. In this case, em may have an added component following 
repolarization that decays as the gating charges become immobilized during recovery from 
inactivation. Since this transient component does not reflect changes in membrane surface 
area, care must be taken in interpreting records immediately following a depolarizing pulse. 
Horrigan and Bookman (1993) found that the transient component decays with a time constant 
of about 70 msec at -80 mY. Tetrodotoxin does not block the transient component but 
lengthens the time constant of decay to about 0.6 sec. Dibucaine, which blocks the mobilization 
of N a+ channel gating charges, also eliminates the em transient. The amplitude of the transient 
is about 8.3 iF for every nA of peak Na+ current. This phenomenon is chiefly of concern in 
cells with a high density of voltage-dependent channels or under conditions where small 
secretory responses are measured with high time resolution. 

6.4.5. Can Exocytosis Be Measured during Membrane Depolarization? 

It certainly would be desirable to obtain information about em changes during a depolar
ization, since this is when the rate of exocytosis should be maximal in excitable cells. Because 
of the activation of voltage-dependent ionic channels and the accompanying nonlinearities, 
however, parameter estimates generated during a depolarization are usually ignored. Rather, 
the difference in em before and after a depolarizing pulse is used to infer exocytosis during 
the pulse (e.g., Fig. IB). 

Recently, Lindau et al. (1992) examined em estimates made during a depolarization to 
infer the rate of exocytosis. They argue that em estimates generated during later stages of a 
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long depolarizing pulse (seconds in duration) are valid because there is little change in 
estimated Cm (or dCmldt) on repolarization to the holding potential. This can be expected to 
be the case if voltage-dependent conductances are inactivated after a long period of depolariza
tion; if Rm is large, a small amount of nonlinearity becomes unimportant. The contribution 
of gating charge movement to Cm can be expected to become unimportant after a several
second depolarization to a potential where the voltage-dependent conductances are maximally 
active (since the gating charges are immobilized at these potentials). However, it seems 
unlikely that much useful information can be obtained from records obtained during brief 
depolarizations (or under any conditions where voltage-dependent conductances are large) 
using a single sinusoid stimulus. 

Appendix A: Phase-Sensitive Detection 

Consider a sinusoidal signal of amplitude N and phase 13: 

i(t) = N cos( wet + 13) (61) 

A phase-sensitive detector resolves this sinusoid into components in phase (XI) and 90° out 
of phase (X2) with a predetermined setting IX, i.e., 

Elementary trigonometry yields values for XI and X 2 given by*. 

XI = N COS(IX - 13) 
X2 = N sin(IX - 13) (63) 

We will concentrate on determining XI> since X2 follows in a similar fashion. If the input 
signal is multiplied by a cosine wave at the desired phase angle, then the result (Xm) consists 
of a DC value proportional to XI plus a component at twice the original frequency: 

Xm = i(t)cos(wet + IX) 

= N cos(wet + l3)cos(wet + IX) 

N N 
= "2 COS(IX - 13) + "2 cos(2wet + IX + 13) (64) 

The second harmonic component can be removed by low-pass filtering of Xm• Another 
alternative is to average Xm over one sinusoid period (7;;): 

1 fTc N 
- i(t)cos(Wet + IX)dt = -2 COS(IX - 13) 
7;; 0 

(65) 

*If the PSD is to be calibrated to output the rrns value of the input sinusoid, XI and X2 need to be divided 
by Ji. 
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Thus, XI can be determined by correlating the input signal with a sinusoid at the desired 
phase setting: 

2 fTc 
XI = ;;:; i(t)cos(ooct + ex)dt 

~c 0 
(66) 

Equation 66 can be implemented in hardware or software (Neher and Marty, 1982; Joshi 
and Fernandez, 1988; Herrington and Bookman, 1993). For a software PSD that samples Pc 
values per cycle (overall sampling rate is pJTo), the integral is approximated as a sum 
according to: 

(67) 

The cosine function can be calculated in advance and stored as a look-up table with 
the number of entries determined by the desired phase resolution. For example, 3600 values 
are stored for a phase resolution of 0.10. ex determines which entries (Pc in number) are 
selected from the table in implementing equation 67. Sampled data values [i (1 TJpc)] are 
then simply multiplied by the corresponding table value, summed, and multiplied by the 
scaling factor 2/pc. See Herrington and Bookman (1993) for tips on efficient implementation 
of equation 67. 

For implementing a PSD in hardware, it may be more convenient to correlate i(t) with 
a square wave with a period of To, since this involves simply alternating a gain of + 1 or 
-1 (Lindau and Neher, 1988). Consider the Fourier series representation of a square wave 
shifted in time by exTJ2'IT: 

X() = ± ~ cos[(21 + l)ooct + ex] 
st'ITL. 2/+1 

(68) 
1=0 

If this signal is multiplied by i(t), we get: 

2N 2N 
Xg(t) = - cos(ex - 13) + - cos(2ooct + ex + 13) + ... 

'IT 'IT 
(69) 

Thus, a value proportional to XI can be obtained by low-pass filtering of Xg(t). However, 
the single-pole low-pass filters commonly found in analogue lock-in amplifiers may not 
sufficiently attenuate the sine-wave harmonics. If Xg(t) is electronically integrated over the 
sine-wave cycle (Breckenridge and Almers, 1987), all harmonic contaminants are eliminated. 
In this case XI is given by: 

(70) 

Note that if the spectrum of i(t) has components (such as noise) at frequencies that are 
odd harmonics of!c, they will also contribute to the DC value determined by XI. Therefore, 
it is best to low-pass-filter i(t) to eliminate frequencies greater than or equal to 3!c when 
using an analogue lock-in amplifier. 
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See Lindau and Neher (1988), Gillis (1993), and Zorec et al. (1991) for further details 
on the construction of analogue phase-sensitive detectors. 

Appendix B: Derivation of Equation 38 

Consider the equivalent circuit of Fig. 6A for the case where the resistor R/1 is not 
shorted. The admittance of the three-component equivalent circuit of Fig. 2B (Ym) is in 
parallel with the pipette capacitance (admittance Yp). This network, in tum, is in series with 
the parallel combination of R/1 and Cs (admittance Y/1). The total admittance is then given by: 

Yt = (Ym + Yp)Y/1 
Ym + Yp + Y/1 

(71) 

where: 

Y/1 = ItR/1 + jwcCs 

Yp = jwcCp 

y. = jWcCm 
m 1 + jwcR.Cm 

(72) 

Here Rm is neglected from the expression for Ym because in many cases Rm ~ Rm. The use 
of pipette capacitance compensation circuitry subtracts the current through Cp if the voltage 
across Cp equals the stimulus voltage. Thus, the effect of this circuitry can be accounted for 
by subtracting Yp from Yt• The change in total admittance (~Y) that is induced by closing 
the switch is found by simply subtracting Ym (the admittance of the network with Y/1 shorted) 
from the total admittance. Thus: 

~Y = (Ym + Yp)Y/1 - Y. - Y. 
Ym + Yp + Y/1 P m 

(73) 

Algebraic manipulation yields: 

- y2(1 + y.ty. )2 
~Y = m p m 

Ym + Yp + Y/1 
(74) 

Ideally, the phase of ~Y should be given by (equation 33): 

" = LdYtdR. = L - Y~ (75) 

Therefore, the phase error (Ucrr) is given by: 

(76) 

Substitution and simplification yields: 
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Chapter 8 

Patch-Pipette Recordings from the Soma, 
Dendrites, and Axon of Neurons in Brain Slices 

BERT SAKMANN and GREG STUART 

1. Introduction 

The brain-slice technique (Yamamoto and McIlwain, 1966; Andersen et al., 1972; Alger et 
al., 1984) has greatly facilitated the investigation of the electrical properties of neurons and 
the analysis of synaptic transmission between neurons in the central nervous system (CNS). 
This is because in brain slices neurons remain healthy, and their connections are preserved 
to a certain extent while at the same time technical problems encountered in in vivo experi
ments, such as mechanical instability and difficulties in modifying the extracellular environ
ment, are overcome. To combine the brain-slice technique with the power of the patch-clamp 
technique therefore offers many advantages. 

At present there are three main methods available for making patch-pipette recordings 
from neurons (or glial cells) in brain slices. The "cleaning" method (Edwards et at., 1989) 
and the ''blind'' method (Blanton et al., 1989) and their advantages and disadvantages are 
described in the original publications. More recently a third technique, which is a hybrid of 
these two previous methods, has been developed (Stuart et al., 1993). We refer to this method 
as the "blow and seal" technique. The surface membrane of the target cell to be recorded 
from is cleaned of surrounding neuropile by the application of positive pressure to the 
recording pipette, similar to the "blind" technique, but the recording pipette is positioned 
under visual control, as with the "cleaning" technique. This chapter focuses on the "blow 
and seal" method, which, when combined with infrared differential interference contrast (IR
DIC) video microscopy (Dodt and ZieglgAnsberger, 1990; Stuart et at., 1993), permits the 
recording of membrane potential and currents not only from the relatively large cell body 
of neurons in the CNS but also from small processes such as dendrites and axons. Furthermore, 
recordings can be made with two pipettes from different parts of the same neuron, providing 
the possibility of observing the spread of electrical signals within a single neuron. 

2. Preparation of Brain Slices 

The general procedures for removing brain tissue for slicing and the storing of brain 
slices are very similar to those described previously (Alger et at., 1984; Edwards et at., 
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1989) and are given here in short form. We recommend the use of a vibrating tissue slicer 
to obtain brain slices with healthy cells near the surface. Slices up to 500-~m thickness can 
be used, but for the best visibility of neuronal processes we recommend 200 to 300-~m
thick slices. 

2.1. Preparation of Tissue for Slicing 

The animal is decapitated, and the appropriate part of the brain or spinal cord is removed. 
This procedure should not take more than 1 to 1.5 min. Following removal, the tissue is 
immediately submerged in ice-cold oxygenated saline of the following composition (in mM): 
125 NaCI, 25 NaHC03, 25 glucose, 2.5 mM KCI, 1.25 NaH2P04, 2 CaCh, 1 MgCh. Cooling 
of the tissue is particularly important, presumably as this minimizes damage from anoxia 
and improves the texture of the tissue for slicing. If, as with large animals (e.g., more than 
2-month-old rats), more time is required for removal of the brain, ice-cold physiological 
saline can be poured over the brain as soon as the skull is open. 

2.2. Slicing 

A vibrating tissue slicer (e.g., Vibracut, FfB, Weinheim, Germany; Vibroslicer, Campden 
Instruments, Sileby, England) is used to cut slices. Mechanical stability of the tissue during 
slicing is essential. For this purpose a larger block of tissue containing the region of interest 
is cut by hand. A surface of this block, trimmed parallel to the desired orientation of the 
slices, is then glued to the stage of the slicer (e.g., for parasagittal slices the brain can simply 
be glued onto the midline). Firm, instant attachment can be achieved by using a thin film of 
cyanoacrylate glue. The slicing chamber is then immediately filled with ice-cold physiological 
saline. The slicing chamber is routinely precooled in a freezer to -20°C. Tissues that are 
too small to be glued directly to the stage of the slicer (e.g., newborn rat spinal cord) can 
first be embedded in agar (Takahashi, 1978). The agar (2% dissolved in physiological saline) 
is cooled to below 40°C before use. Careful application of ice-cold physiological saline then 
facilitates cooling and solidifying of the agar. A block of agar, cut to contain the tissue at 
the correct orientation, can then be glued to the stage of the slicer and immersed in ice-cold 
physiological saline as described above. 

After the brain is sliced down roughly to the required level, at least one slice must be 
discarded before slices of a uniform thickness are obtained. The slicing procedure is monitored 
continuously, and the forward speed of slicing is adjusted so that the tissue is never pushed 
by the blade. Care must be taken to reduce the damage to neurons and neuronal processes 
close to the surface of the slice during the slicing procedure, as the possibility of seeing fine 
details of neurons decreases with increasing distance from the slice surface and is limited 
to the first 40 to 50 ~m from the surface of the slice. Less damage appears to occur to 
neurons and neuronal processes close to the surface of slices from young animals (2 to 3 
weeks old), possibly because of the relative lack of connective tissue and myelination in the 
brains of these animals. "Damaged" cells, when present, can be identified easily by their rough, 
crinkled appearance and high-contrast membrane not easily dimpled by the approaching patch 
pipette tip. "Healthy" cells, on the other hand, look "smooth" and have a soft membrane 
that can easily be dimpled by the patch pipette tip. 
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2.3. Incubation of Slices 

After sectioning, each slice is immediately placed in a holding chamber containing 
oxygenated physiological saline (see above), which is placed in a water bath at a temperature 
of 37°C for 30 to 60 min and are then stored at room temperature until required. In order 
to ensure efficient oxygenation and continuous movement of the solution around the slices, 
a submerged holding chamber has been designed in which the slices are bubbled from below. 
The holding chamber, which is made from simple disposable parts (120-ml glass beaker, 
plastic petri dish with the bottom removed and replaced by a gauze net, a 5-ml plastic syringe 
with the end cut off, and two plastic Pasteur pipettes) that are easily cleaned or replaced and 
can hold up to about 12 slices, is illustrated in Fig. IA. Slices are transferred into and out 

A 

B 

c 

m;m;h )1-----.... 120 ml beaker 

11-----_ gauze 
iII-----_ plastic petri dish 

objective 
, patch-pipette holder 

/, stage 

recording chamber 

patch-pipette 
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Figure 1. Maintenance of slices and fixation in the recording chamber. A: Holding chamber used for storing 
brain slices during incubation in a water bath at 37°C and for storage prior to transfer to the recording 
chamber. This chamber is made from a glass beaker filled with physiological saline and bubbled with 95% 
015% CO2• The slices rest on a gauze net covering the bottom of a plastic pertri dish from which the bottom 
has been removed. B: Schematic diagram of the circular, rotatable recording chamber with brain slice, grid. 
and patch pipette as seen during recording. C: Fixation of a brain slice in recording chamber by a grid of 
nylon threads glued to a U-shaped platinum frame. 



202 Bert Sakrnann and Greg Stuart 

of the holding chamber using the large end of a Pasteur pipette. The condition of the tissue 
is optimal over the fIrst 3 or 4 hr, however, stable recordings can still be obtained 10 to 12 
hr after slicing. 

2.4. Mechanical Fixation of Brain Slices for Recording 

One slice is placed into a circular, glass bottomed recording chamber made from an 
acrylic plastic ring glued to a circular piece of microscope slide glass or a large coverslip 
(Fig. IB). The chamber holds a volume of about 1 ml and during recording is perfused with 
oxygenated saline (see Section 2.1) at a flow rate of 1 to 2 mVmin. The slice is held in place 
with a grid of parallel nylon threads. The U-shaped frame of the grid is made from O.S-mm 
platinum wire flattened with a vice (Konnerth et ai., 1987). Fine nylon stockings provide a 
convenient material for making the threads. A hole is made in the stocking so that a "ladder" 
forms. This results in a parallel array of compound threads that can then be tightly stretched 
over a ring (about 2 cm diameter) and clamped in place. Under a dissecting microscope one 
of these compound threads is then separated into individual fIne fIbers, which are arranged 
on the ring to form parallel threads about 0.4 mm apart. The platinum frame, having been 
coated with a very thin ftlm of cyanoacrylate glue. is then balanced across these parallel 
threads, where it is left until the glue dries. Such a grid, placed over the slice, holds it fIrmly 
in position on the bottom of the recording chamber (Fig. 1C). The dimensions of the frame 
and the distance between the fIbres can be varied according to the size of the preparation 
and recording chamber. A frame of 7 X 9 mm is suitable for hippocampal, neocortical, and 
cerebellar slices. 

3. Visualization of Nerve Cells Using IR-DIC 

3.1. Optical Setup 

Brain slices are viewed with an upright compound microscope using a high-numerical
aperture (NA) water immersion objective, corresponding differential interference contrast 
(DIC) optics, and a high-NA condenser. We use a Zeiss Axioskop fItted with either a 40X 
0.7S-NA or 63x 0.9-NA water immersion objectives (Achroplan, Zeiss, Germany) with 
corresponding DIC optics and a 0.9-NA condenser (Zeiss). Unless manipulators for recording 
or stimulating pipettes are mounted directly onto the microscope stage, a flxed-stage micro
scope (e.g., Zeiss Axioskop FS) is best, as the relative positions of the slice and recording 
or stimulating pipettes do not change when the microscope focus is changed. In addition, 
this microscope can be mounted on a sliding table so that it can be moved away from the 
preparation, facilitating the changing of pipettes and access to the preparation (see Stuart et 
al .• 1993). 

The optical pathway used for IR-DIC video microscopy is shown schematically in Fig. 
2. An infrared (IR) ftlter (1\.max = 780 om, RG9, Schott, Germany) is inserted in the light 
path prior to the DIC polarizer (the infrared ftlter can be moved in and out of the light path 
as required). lllumination is by a tungsten light source in conjunction with a 100-W, 12-V 
power supply. Infrared illumination necessitates the use of an IR-sensitive video camera and 
observation of pipette movements and neurons on a video monitor. The video camera that 
offers the best resolution is a Newvicon C2400 07-C (Hamamatsu, Japan). This camera 
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Figure 2. Optical setup for IR-DIC 
video microscopy. Schematic draw
ing of the optical setup used for elec
trophysiological recording from brain 
slices using infrared differential inter
ference contrast video microscopy. 
Slices are illuminated with infrared 
(IR) light by placement of an IR filter 
(Am.. = 780 nm) in the light path 
before the polarizer. Neurons are 
viewed with a Zeiss 40X or 63X 
water immersion lens (numerical 
apertureofO.75 and 0.9, respectively) 
and corresponding differential inter
ference contrast (DIC) optics (two 
DIC prisms, one polarizer and one 
analyzer). The image is further mag
nified 4X and detected by an infra
red-sensitive video camera (New
vicon C2400-07 -C, Hamamatsu, 
Japan) and displayed on a standard 
black-and-white video monitor via 
the camera controller. 
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comes with a camera controller that provides analogue contrast enhancement and shading 
correction. Less expensive video cameras also sensitive in the IR range can also be used. 
For patch-pipette recording from small processes, the image is further magnified either 2.5 
or 4 times prior to detection by the IR-sensitive video camera. To switch between IR-OIC 
video microscopy and, for example, fluorescence microscopy, we use a binocular phototube 
fitted with two C-mount adapters for TV cameras (e.g., binocular phototube 25 with two 
outputs, Zeiss). This allows observation with either IR light or detection of epifluorescence 
by, for example, a CCD camera (e.g., CH 250 A, Photometrics, Tucson, AZ). 

3.2. Mechanical Setup 

When a fixed-stage microscope is used, micromanipulators for holding recording and 
stimulating pipettes are either attached to columns (e.g., X95 Profile, Spindler und Hoyer, 
Gottingen, Germany) that are themselves mounted to an antivibration table (Physik Instru
mente, Waldbronn, Germany) or can be mounted directly to the anti vibration table. The 
circular recording chamber is placed into a circular recess on a fixed stage that is independent 
of the microscope (see Stuart et al., 1993). The microscope rests on an X-V table that slides 
on ball-bearing railings (SKF, Schweinfurt, Germany), allowing the field of view to be 
changed without changing the position of the slice or the recording or stimulating pipettes. 
This X-Y table can be moved mechanically or can be driven by programmable stepping motors 
(Physik Instrumente). If a fixed-stage microscope cannot be used (e.g., when recordings are 
made in combination with a confocal laser scanning microscope), micromanipulators are 
then attached directly to the microscope stage. When recordings are made from dendrites or 
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axons, it is advantageous if the recording chamber is free to rotate so that dendrites or axons 
can be aligned at right angles to the advancing patch pipette. Experiments are usually done 
at room temperature but can be performed at higher or lower temperatures by simply heating 
or cooling the saline solution. This can be achieved by encasing 30 or 40 cm of the perfusion 
tubing in a heated or cooled water jacket just prior to its entry into the recording chamber. 

3.3. Viewing with IR-DIC 

The procedure used for viewing slices with IR-DIC video microscopy is as follows. 
Initially, the slice is illuminated with visible light and viewed through the oculars. Most 
critical for high resolution is exact Kohler illumination of the object of interest. The polarizer 
should be adjusted to a position where the image appears darkest and the DIC prism above 
the objective fully offset. Once the area of interest has been selected and Kohler illumination 
achieved, the IR filter is moved into position, the light path switched to the IR-sensitive 
video camera, and the image viewed on the video monitor. Best resolution is obtained with 
the condenser diaphragm fully open. Images can be printed immediately using a thermal 
video printer (P68E, Mitsubishi, Japan) or can be stored on video tape or on computer using 
a frame grallber. 

4. The "Blow and Seal" Technique 

4.1. Patch-Pipette Techniques 

The procedure for the formation of high-resistance (>5 GO) seals onto the soma or 
processes of neurons in brain slices is illustrated in Fig. 3. Positive pressure is continually 
applied to the patch pipette as it is advanced through the slice under visual control at an 
angle that depends on the objective used. This angle is approximately 20° to the horizontal 
for the 40X objective (Zeiss; working distance 1.9 mm) and 15° for the 63 X objective (Zeiss; 
working distance 1.3 mm). A wave of pressure can be seen as the pipette tip is advanced 
slowly through the slice (Fig. 3A). The amount of positive pressure applied depends on the 
size of the pipette used and is smaller for larger patch pipettes. Typically, pressures between 
20 to 150 mbar are used for pipettes of between 2 and 10 MO resistance. Pressure is applied 
by mouth and can be monitored by a pressure sensor (104 PC, Honeywell, Seligenstatt, 
Germany). The desired amount of pressure can be maintained simply by closing a valve. 
Once the pipette tip touches the membrane of the structure or process to be patched (as seen 
by the dimpling of the membrane or the small displacement of the structure or process by 
the tip of the advancing patch pipette), the pressure is immediately released, and slight 
negative pressure (20 to 50 mbar) is applied by mouth until a high-resistance seal is established 
(Fig. 3B). The release of positive pressure should be associated with an approximate 1.5 to 
2-fold increase in tip resistance. Hyperpolarization of the patch pipette by 60 mV is routinely 
used to aid seal formation. The success rate for formation of high-GO seals with this method 
can be as high as 100% when recordings are made from large structures such as the soma 
but is lower for recordings from smaller structures. It is possible, however, to use this 
technique to record regularly from neuronal structures in brain slices as small as 1 to 2 fJ.m 
in diameter. 

Rupture of the patch membrane to obtain a whole-cell recording configuration is made 
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Figure 3. Schematic drawing of "blow and seal" method of recording from neurons in brain slices together 
with the pipette current and the applied pressure and suction during gigohm seal formation. A: Pipette tip 
entering the slice at shallow angle during the application of pressure to the pipette. This generates a pressure 
wave of pipette solution in front of the pipette 'tip, which can be seen to clean the surface of the neuronal 
membrane. B: Pipette tip sealing to a neuronal cell dendrite during the application of suction to the recording 
pipette. C: Recording of pipette current (top) in response to 1 O-m V test pulses and pressure (bottom) applied 
to the recording pipette during the approach of the patch pipette to the neuron and following release of 
positive pressure and during application of suction to form a high-gigohm seal with the somatic membrane 
of a layer V pyramidal cell. The pipette capacitance was then compensated at high current gain (not shown), 
and the membrane patch was ruptured by application of a short (1()().msec) pulse of suction (arrow). The 
fast capacitive transients observed in response to the test pulse following rupture of the membrane patch are 
attenuated. D: Pipette current in response to a 100mV test pulse before seal formation (left) and after rupture 
of the membrane patch to obtain the whole-cell recording configuration (right). The open pipette resistance 
was l.l Mo, and the whole-cell access resistance was estimated to be 3.5 Mn C and D are from the 
same experiment. 

by the application of brief pulses of suction to the patch pipette, either by mouth or generated 
by a miniature vacuum pump (G/028, Brey, Memmingen, Germany). The time course of 
pressure application and changes in the patch pipette response during the formation of a 
somatic whole-cell recording are illustrated in Fig. 3C. The whole-cell recording configuration 
was obtained by rupture of the patch membrane by a brief (lOO-msec) pulse of suction 
(arrow). The pipette current in response to a 100mV test pulse before and after formation of 
a whole-cell recording is shown in Fig. 3D. The open pipette tip resistance and estimated 
whole-cell access resistance in this example were 1.1 and 3.5 Mn respectively. 

To obtain patch-pipette recordings from small neuronal processes, the procedure is 
identical; however, it requires the use of patch pipettes with smaller tip openings (-10 MO 
open tip resistance) and higher positive pressures as the pipette is advanced through the slice 
(up to 150 mbar). The use of patch pipettes with higher tip resistances leads consequently 
to higher access resistances during whole-cell recording. Access resistances during dendritic 
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whole-cell recording are typically around 40 to 50 Mn (range 20 to more than 100 MD. 
depending on the initial patch pipette resistance). 

Examples of recordings from the soma or dendrites of pyramidal cells in the neocortex 
are shown in Fig. 4. In Fig. 4A,C, the pressure wave from the recording pipette can be seen 
to "clean" the somatic or dendritic neuronal membrane just prior to the formation of a high 
Gn seal to the soma or dendrite (Fig. 4B,D). 

Figure 4. Photomicrographs of pipette tip sealing onto soma or apical dendrite of layer V pyramidal neurons 
in rat neocortex brain slices. Scale bar 10 f.Lm in all pictures. A: Positive pressure applied to the patch pipette 
(approximately 50 mbar) can be seen to "clean" the surface of the somatic membrane of this neuron. The 
cell body of this neuron is approximately 20 fJ.m from the surface of the slice. B: Release of positive pressure 
and application of slight negative pressure results in gigohm seal formation between the tip of pipette and 
the soma membrane. C: Positive pressure applied to the patch pipette is seen to "clean" the surface of the 
dendrite from neuropile near the pipette tip (290 j..l.m from the soma). 0: Release of positive pressure and 
application of slight suction leads to sealing of the pipette tip to the dendrite membrane. 
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4.2. Verification of Dendritic or Axonal Recordings 

Verification that patch-pipette recordings are in fact made from either the dendritic or 
axonal membrane of a particular neuron can be confirmed by the rapid diffusion of the 
fluorescent dye Lucifer yellow (Sigma) from the patch pipette into the neuron from which 
the recording is made following rupture of the patch membrane by brief pulses of suction 
(Fig. 5). 

4.3. Problems Associated with Recording from Small Neuronal 
Structures 

Technical problems associated with patch-pipette recordings from small neuronal struc
tures include the need for mechanically very stable recording conditions and the ability to 

Figure 5. Verification of dendritic and axonal recordings by filling of layer V pyramidal neurons with the 
fluorescent dye Lucifer yellow from the recording pipette. A: Fluorescence photomicrograph of a layer V 
pyramidal cell following intracellular filling with the fluoresce·nt dye Lucifer yellow via a dendritic pipette 
located 230 /-Lm from the soma of this ncuron. Scale bar 100 J.lm B: Fluorescence microphotograph of a 
layer V pyramidal cell following intracellular filling with Lucifer yellow via an axonal pipette located 
approximately IS J.lm from the edge of the soma of this neuron. Scale bar, 40 J.lm. lFor color figure see 
insert following the table of contents .] 
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make very fine movements of the patch pipette. For this we recommend a high-quality 
micromanipulator (Marzhauser, Wetzlar, Germany; Luigs & Neumann, Ratingen, Germany; 
Newport, Darmstadt, Germany). In addition, although low-access-resistance whole-cell 
recordings can readily be obtained from the soma of neurons using large patch pipettes (1-2 
Mil open tip resistances), whole-cell recording from small structures requires the use of 
patch pipettes with small tip diameters, which leads consequently to higher access resistances 
during whole-cell recording. Access resistances during dendritic whole-cell recording are 
typically around 40 to 50 Mil (range 20 to more than 100 Mil). While this should not cause 
problems for excised patch-clamp recordings, it may slow the rate with which the membrane 
capacitance is charged and hence the speed of the voltage clamp during whole-cell recordings 
(see Chapter 2, this volume). In current clamp, the combination of the access resistance and 
the patch pipette capacitance acts as a low-pass filter. With high-access-resistance (i.e., > -20 
Mil) whole-cell recordings this can cause significant filtering of the voltage signal. Under 
these conditions it is recommended that an amplifier with electrode capacitance neutralization 
in the current-clamp mode is used (e.g., Axoclamp 2A, Axon Instruments, Foster City, CA). 

5. Examples of Recordings from Dendrites 

Some examples are given of dendritic whole-cell recordings and of recordings from cell
attached and excised dendritic membrane patches from the apical dendrites of layer V 
pyramidal neurons in rat neocortical brain slices. 

5.1. Cell-Attached Patch Recordings 

Cell-attached recordings from the apical dendritic membrane of layer V pyramidal cells 
in the rat neocortex revealed that the dendritic membrane of these neurons contains both 
inward and outward voltage-activated currents. These currents were evoked following step 
depolarizations from a holding potential negative to the resting membrane potential (Fig. 6A). 

5.2. Whole-Cell Recordings 

Following obtaining a cell-attached recording, access into the apical dendrite of a layer 
V pyramidal neuron could be obtained by rupture of the dendritic membrane patch by brief 
pulses of suction. In current-clamp, action potentials could be evoked by the application of 
positive current pulses (Fig. 6B). These action potentials have recently been shown to 
originate near the soma and then to actively "back-propagate" into the dendrites (Stuart and 
Sakmann, 1994). 

5.3. Outside-Out Patch Recordings 

Dendritic outside-out patches can easily be obtained by withdrawing the patch pipette 
from the slice after establishing a dendritic whole-cell recording. In this configuration, single
channel currents could be activated by the application of glutamate (1 iJM in the presence 
of 10 fJ.M CNQX) to the dendritic membrane patch (Fig. 6C). These currents had a main 
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Figure 6. Recordings of electrical activity from apical dendrites 
of rat layer V neocortical pyramidal cells. A: Cell-attached patch 
recording. Activation of inward Na+ and outward K+ currents 
during the application of depolarizing voltage steps to a dendritic 
cell-attached patch 113 jJ.m from the soma. Depolarizing voltage 
pulses to membrane potentials of approximately -25 mY, -5 
mY, and + 15 mV (assuming a resting membrane potential of 
-65 mY) were applied from a holding potential of approxi
mately -115 m V. Leak and capacitive currents were subtracted 
on line, and each trace represents the average of 5 to 10 sweeps. 
B: Whole-cell recording. Dendritic action potential elicited by 
a 13O-pA current step applied during a dendritic whole-cell 
recording 148 jJ.M from the soma. Resting membrane potential 
-62 mY, voltage was recorded with a microelectrode amplifier 
(Axoclamp 2A, Axon Instruments, Foster City, CAl using elec
trode capacitance neutralization and bridge balance. C: Outside
out patch recording. Activation of single-channel currents by 
the application of glutamate (111M) to a dendritic outside-out 
patch isolated 112 jJ.m from the soma. The patch pipette was 
filled with a K-gluconate-based intracellular solution and held 
at -60 mY. The three traces were taken before (control), during 
(glutamate), and after (wash) application of glutamate-con
taining extracellular solution. All solutions contained 10 11M 
CNQX plus 1 jJ.M glycine and were nominally MgH free. 
Downward deflections represent channel openings. 
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open-state conductance of approximately 50 pS and presumably represent the activation of 
dendritic NMDA receptor channels. Dendritic outside-out patches can also be exposed to 
agonists using fast application techniques (see Chapter 10, this volume; Spruston et al., 
1995), where agonists are applied in a fashion that is intended to mimic the rapid release of 
transmitter that occurs during synaptic. transmission. 

5.4. Two-Pipette Recordings 

As both the soma and the dendrite, or axon, of the same neuron can be visually identified, 
it is possible to make simultaneous recordings from different parts of the same neuron. Figure 
7 A illustrates one such recording where simultaneous recordings were made from the soma 
and the dendrite of the same cell. Filling of the same pyramidal neuron with two different 
fluorescent dyes from the soma and the dendrite was used to verify that the recordings were 
made from the same cell. Following extracellular stimulation of distal afferent inputs, EPSPs 
can be recorded with both pipettes (Fig. 7B). The subthreshold EPSP recorded by the dendritic 
pipette occurs earlier and is faster and larger than the EPSP recorded by the somatic pipette, 
as expected if the activated synapses are located close to the dendritic recording pipette. 
When the stimulus is supratbreshold, the EPSP recorded in the soma, although smaller in 
amplitude than that recorded in the dendrite, elicits an action potential that is observed flrst 
at the soma and recorded by the dendritic pipette with a clear delay (Fig. 7C). These 



210 

A 

Bert Sakmann and Greg Stuart 

B subthreshold EPSP 

dendri te 

~~s=o=m=a==-------------------

C suprathreshold EPSP 

soma 

dendri te 

L 
:J20mv 
10ms 

Figure 7. Simultaneous recording with two pipettes from the soma and dendrite of the same layer V pyramidal 
neuron in a rat neocortical slice. A: Simultaneous filling of the same layer V pyramidal neuron from the 
dendrite and the soma with different colored fluorescent dyes, Cascade blue at the soma and Lucifer yellow 
in the dendrite. The dendritic recording was made 190 jJ.m from the soma. Scale bar is 40 J,1m. B: Subthreshold 
EPSPs recorded simultaneously from the dendrite and the soma of the same layer V pyramidal neuron 
following extracellular electrical stimulation in layer I (stimulus artifact precedes EPSPs). Dendritic recording 
525 ~m from the soma. C: Suprathreshold stimulation in layer I evokes an EPSP followed by action potential. 
Same experiment as in B. The action potential initiated by this EPSP occurs first at the soma. Simultaneous 
whole-cell voltage recordings were made using two microelectrode amplifiers (Axoc1amp 2A, Axon Instru
ments, Foster City, CA). Inset represents schematic diagram of experimental arrangement. Calibration is the 
same for Band C. [For color figure see insert following the table of contents.J 

experiments have been used to identify the site of action potential initiation In layer V 
pyramidal neurons (Stuart and Sakmann, 1994). 

6. Discussion and Conclusions 

The techniques described in this chapter for making patch-pipette recordings from 
neurons and their processes in brain slices offer several advantages over previously described 
methods. The method is easy to implement and causes little damage to cells and their processes 
(or connections) during seal formation. When combined with IR-DIC video microscopy, the 
improved resolution offers the possibility of recording from small cellular structures and 
processes such as dendrites or axons of neurons in the mammalian central nervous system 
in vitro. This increase in resolution also enables the possibility to record from more than 
one location in the same cell. 

Through the application of IR-OIC video microscopy and patch clamp techniques to 
record from different regions of the neuronal membrane, the electrophysiological properties 
of different channel subtypes in these different regions can be directly assessed. In addition, 
the ability to identify and record from less common cell types is greatly facilitated by the 
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increased resolution offered by IR-DIC video microscopy. This increased resolution has also 
proved useful for single-cell PCR experiments from identified neuronal types in brain slices 
(see Chapter 16, this volume), which requires careful visual monitoring of the harvesting 
of cytoplasm. 

In summary, this chapter describes techniques for making electrical measurements using 
patch pipettes from visually identified neurons or neuronal processes in brain slices. Compared 
with other techniques, when combined with IR-DIC video microscopy, the "blow and seal" 
method offers many advantages, such as the ease with which patch pipette recordings can 
be made, the possibility of identifying the neuronal cell type prior to recording, and, finally, 
the ability to visualize and record electrical activity from different neuronal compartments 
or from more than one site in the same neuron. 
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Chapter 9 

Patch Clamp and Calcium Imaging in Brain Slices 

JENS EILERS, RALF SCHNEGGENBURGER, and 
ARTHUR KONNERTH 

1. Introduction 

The aim of this chapter is to describe the requirements for combining the patch-clamp 
technique with the fluorometric monitoring of changes in ion concentration in single cells 
in brain slice preparations (Llano et aI., 1991; Kano et aI., 1992; Konnerth et al., 1992; 
Schneggenburger et al., 1993a,b). Additional details of the patch-clamp technique in brain 
slices and of the different procedures for fluorometric ion measurements are given in other 
chapters (Chapters 8 and 16) of this volume and elsewhere (Smith et aI., 1983; Tsien and 
Poenie, 1986; Neher, 1989). 

The use of these techniques for neurons in brain slices is generally somewhat more 
difficult than their use for cultured or acutely isolated dispersed cells for the following 
reasons. (1) In slices the cell body and the dendrites of a neuron are usually not located in 
the same plane of focus. Therefore, out-of-focus light will often cause a blurring of the images 
and will thus complicate the quantitative estimation of the changes in Ca2+ concentration. (2) 
The usual patch-clamp procedure in brain slices of approaching cells by ejecting a strong 
jet of pipette solution (to avoid clogging of the patch pipette) bears the risk of an excessive 
release of indicator dye into the tissue surrounding the cell. (3) There is in general a high 
level of autofluorescence resulting mostly from damaged cells at the surface of the slice. 
Moreover, this autofluorescence is not constant throughout an experiment (often lasting more 
than 60 min) but, like the fluorometric indicator dye itself, undergoes a gradual "bleaching" 
if the ultraviolet (UV) excitation light is too intensive. 

2. Setup 

The original method for patch-clamp recordings from identified neurons in brain slices 
involved the use of upright microscopes equipped with long-working-distance water immer
sion objectives (Edwards et al., 1989). With this approach it is possible to visualize directly 
neurons within the top layers of the slice and, if necessary, to "clean" the neurons that will 
be patched (see also Chapter 8, this volume). In addition, this approach makes it quite easy 
to perform fluorometric measurements such as Ca2+ imaging simultaneously with patch-
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clamp recordings. Here we describe two versions of experimental setups involving upright 
microscopes, one with a fixed stage and a movable objective (Fig. I) and a second system 
with the conventional fixed objective and movable stage (Fig. 2). 

In order to be able to manipulate one or more recording and stimulation pipettes in 
these setups it is convenient to use objectives with a working distance longer than about 0.8 
mm (see Fig. 1 of Konnerth, 1990). Microscope objectives fulfilling this requirement are, 
of course, limited in some of their optical properties, including the numerical aperture (NA) 
and the capacity to pass UV light. Despite these limitations, there are several commercially 
available water immersion objectives (e.g., from Zeiss, Olympus, Nikon) that give good 
results. One explanation for the high rate of successful recordings obtained with this approach 
is that neurons close to the top layer of the slice preparation can be directly visualized, 
identified, and carefully selected for recording according to the orientation of their dendrites 
within the plane of focus of interest. Approaches involving the "blind" patch approach 
(Blanton et aI., 1989) have in principle the advantage of the use of inverted microscopes 
with a large selection of high-quality objectives, but even for these recordings the number 
of suitable objectives is often limited by the need for a working distance of more than 
0.3-0.4 mm. 

2.1. Single-Photomultiplier Detector System 

This is the simplest system for fluorometric monitoring of changes in ion concentration 
in combination with patch-clamp recordings. We describe here a Ca2+ -detection system based 
on the most widely used fluorometric indicator dye, fura-2 (Grynkiewicz et aI., 1985). At 
least two modifications of the standard setup for patch-clamp recordings in slices (Edwards 
et ai., 1989; Konnerth, 1990) are necessary for this approach (Fig. 1). The first requirement 
is a photomultiplier tube (PMT) that can easily be attached to the standard binocular tubes 
of most types of commercially available microscopes. A second, perhaps not always necessary 
but very useful, modification consists in separating the illumination unit for the UV excitation 
light from the body of the microscope to avoid the vibrations generated by the rotating filter 
wheel of the dual-wavelength excitation system. Guiding the UV light through appropriate 
flexible optical fibers (available, for example, from T.I.L.L. Photonics, Munich, Germany) 
provides sufficiently intensive UV light for most applications. 

The filter-wheel-based illumination unit was designed to provide alternating excitation 
light at two wavelengths (Neher, 1989) in order to perform ratio metric Ca2+ measurements 
with the indicator dye fura-2 (Grynkiewicz et ai., 1985). In our system the excitation light 
is provided by a xenon lamp (Osram XBO 75W12) and a rotating filter wheel (Luigs & 
Neumann, Ratingen, Germany) that can be equipped with two filter sets selecting two different 
wavelengths for excitation (e.g., about 360 nm and 380 nm when using the indicator dye 
fura-2; see Grynkiewicz et ai., 1985). A flexible optical fiber feeds the excitation light into 
the epifluorescence pathway of the microscope (Fig. 1). A diaphragm mounted in the small 
optical bench connecting the fiber optics to the microscope allows a precise illumination of 
selected regions of the recording field. 

An additional option that can be provided in such an experimental setup is a UV flash 
system used for the release of "caged" compounds either intracellularly, such as "caged 
calcium" (Kao et ai., 1989), "caged ATP," or "caged IPt (Kaplan and Somlyo, 1989), or 
extracellularly, such as "caged glutamate" (Callaway and Katz, 1993). As a UV flash system 
we have successfully used either a high-energy xenon arc flash lamp (Gert Rapp Optoelek
tronik, Hamburg, Germany) or an illumination system consisting of a conventional mercury 
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Figure 1. Schematic diagram of the experimental setup used for simultaneous patch-clamp recordings and 
fluorometric CaH measurements in neurons from brain-slice preparations. The diagram within the shaded 
region represents a standard setup for patch clamp in brain slices based on an upright microscope with a 
fixed stage (Edwards et al., 1989) and a computer-controlled system for the acquisition and on-line display 
of data. For fluorometric monitoring of [CaH ];, either a photomultiplier tube (PMT)-based system ("PMT 
detector system") or, alternatively, an imaging system may be used. Each of these systems consists of a 
fluorescence detector (PMT or intensified CCO camera, respectively), a computer-based device for display, 
acquisition, and storage of data, and a "controller" unit for the UV excitation. Note that the imaging system 
includes a "chart computer" that is used for on-line display and storage of patch-clamp and fluorometric 
recordings (see Fig. 5). The UV illumination unit is equipped with a xenon lamp, a filter changer wheel, 
and a shutter. The (optional) UV flash system contains a mercury lamp and an electronically controlled fast 
shutter. Both illumination systems are coupled to the microscope via suitable UV optical fibers. 

lamp (HBO 100, Zeiss, Gottingen, Germany) equipped with a fast shutter (Uniblitz, Vincent 
Associates, Rochester, NY) that was coupled to the microscope via an optical fiber and an 
appropriate dichroic mirror (see Dreessen, 1992). The use of caged compounds in neurons 
in slice preparations (Malenka et al., 1992) is in principle similar to their use in dispersed cells. 

2.2. Imaging of Changes in Intracellular Calcium Concentration 

Spatially resolved information on the changes in intracellular free Ca2+ concentration 
([Ca2+]i) can be obtained by using an imaging device instead of the PMT. We describe here 
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a setup with a digital video imaging system used in our laboratory (see also Lewis and 
Cahalan, 1989). This imaging device uses as a detector a microchannel plate intensifier 
(Hamamatsu Photonics, Japan) combined with a conventional CCD (charge-coupled device) 
video camera (Fig. 1), but, in principle, any type of camera, for example, variable-scan 
cooled CCD cameras (Connor, 1986; Lasser-Ross et aI., 1991), can be used in combination 
with the patch-clamp technique. 

The general problems in these experiments are the display and the storage of data arising 
simultaneously from the whole-cell patch-clamp recording and the imaging system. In order 
to control the experiment adequately, it is useful to be able to extract all relevant information 
on line. One possibility that was used initially was to construct on-line background-corrected 
ratio images (Lewis and Cahalan, 1989) to have a rough estimate of the localization and the 
extent of the changes in Ca2+ concentration. With this approach the quantitative estimation 
of the Ca2+ signals and their direct correlation to the corresponding whole-cell currents or 
potentials was done off line (Llano et aI., 1991; Kano et aI., 1992). 

A more convenient approach is the on-line display of the whole-cell current responses 
combined with fluorescence intensity signals integrated over one or more regions of interest 
(Figs. 4 and 5). For this purpose we use a computer-based "chart recorder" system in our 
setup (Fig. 1). This personal computer (Macintosh) receives the fluorescence data via a serial 
port line, while the patch-clamp data are digitized with an AD converter (lTC 16, Instrutech, 
New York). All data are displayed and processed on line (Fig. 5) with an appropriate computer 
program (X-Chart, HEKA Electronics, Lambrecht, Germany). 

2.3. Patch-Clamp and Confocal Microscopy in Brain Slices 

Confocal laser scanning microscopes (CLSMs) offer the advantage of improved lateral 
and axial resolution as well as the ability to obtain fine optical sections through the specimen 
(Fine et aI., 1988). As a consequence, the contribution of out-of-focus fluorescence arising 
from regions just above or below the optical plane of interest is greatly reduced. This is 
particularly advantageous for imaging in slices because most neurons extend their dendrites 
within a large volume of tissue, and out-of-focus dendrites may often generate large noninter
pretable fluorescence signals. 

Various CLSMs with different lasers producing excitation light either in the UV range 
or in the visible light range are available today. However, designing suitable UV optics for 
CLSMs is complicated, and UV lasers are still quite expensive, so that excitation with visible 
light is much more common. A limitation of CLSM systems using visible-light excitation 
is given by the fact that the preferable indicator dyes available for these systems today, such 
as fluo-3 and calcium green-l (Tsien and Waggoner, 1990), do not exhibit the emission (or 
excitation) shifts necessary for the ratiometric estimation of the Ca2+ concentration. 

Figure 2 illustrates an example of a setup combining the patch clamp and a CLSM. 
This setup is quite similar to that used for conventional imaging (Fig. 1) except for the 
microscope, which is equipped with the standard movable stage and fixed objective. This 
requirement is imposed by the rigid connection between the CLSM (Odyssey, Noran, USA) 
and the upright microscope (Axioskop, Zeiss, Germany). In this system several manipulators 
for positioning the patch and stimulation pipettes need to be attached to the movable stage. 
Although this setup is a little less stable than that shown in Fig. 1, recordings lasting for 
about 60-90 min can routinely be obtained. 
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Figure 2. Schematic diagram of a setup for simultaneous confocal laser scanning microscopy and patch
clamp recordings in brain slices. The diagram within the shaded region represents a setup for patch clamp 
in brain slices based on a standard upright microscope with a "movable stage." The confocal laser scanning 
system is rigidly connected to the microscope. An argon laser provides the excitation light at the wavelength 
of 488 om used for the indicator dyes fluo-3 and calcium green-l (see Fig. 7). The x-y scanner directs the 
laser beam over the specimen, and the resulting epifluorescence light is transmitted to the fluorescence 
detector. The "reflected light detector" collects the light reflected by the slice following laser illumination 
and is useful for the fine positioning of the pipettes. The output video signal is digitized by a frame-grabber 
board connected to a personal computer ("video acquisition"), 

3. Procedures and Techniques 

3.1. Pipette Solutions and Indicator Dyes 

In most applications of whole-cell patch clamp and simultaneous fluorometric Ca2+ 
measurements, the indicator dye is loaded into the cells via the recording patch pipette (see 
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also Section 3.2). For this purpose, the free dyes (and not the membrane-permeable esters) 
are simply added to the pipette solution. Depending on the design of the experiment, pipette 
solutions with various ionic compositions (see also Section 3.2) and various concentrations 
of the indicator dyes can be used. For example, for recording voltage-gated CaH currents 
and the corresponding changes of the intracellular Ca2+ concentration (see Fig. 5), the 
following pipette solution may be used (in mM): 130 CsCl, 20 TEA-Cl, 10 HEPES, 2 
Na2ATP, 2 MgC12, 0.2 Na3GTP, 0.2 fura-2; pH 7.3. The pH and the ionic strength largely 
influence the Ca2+ -binding characteristics of most indicator dyes (Grynkiewicz et al., 1985) 
and should therefore be carefully checked before each experiment. 

For Ca2+ monitoring in combination with patch-clamp recordings in brain slices we 
have used fura-2 for the ratiometric PMT- and video-imaging-based measurements and 
calcium green-l and fluo-3 for the CLSM-based recordings. All dyes were purchased from 
Molecular Probes (Eugene, OR). Despite their different fluorometric properties (excitation 
shift in the case of fura-2 versus increase in emission intensity for fluo-3 and calcium green-
1), these three dyes have rather similar dissociation constants (Ko) for the binding of Ca2+ 
(Ko is 189 nM for calcium green-I, 224 nM for fura-2, and 316 nM for fluo-3; see Grynkiewicz 
et at., 1985; Haugland, 1992). These relatively low dissociation constants of around 200-300 
nM allow the measurement of changes in intracellular free Ca2+ -concentrations ([Ca2+J) near 
the usual resting [Ca2+J (around 10-7 M). However, it should be emphasized that these 
estimations of the dissociation constants critically depend on several parameters including 
the ionic composition, the ionic strength, and the pH of the solution. It should also be noted 
that because of their high affinity for Ca2+, these dyes act as Ca2+ buffers, even when they 
are present at low intracellular concentrations, and may thereby influence the kinetics and 
amplitude of [Ca2+]j changes (Neher, 1988; Neher and Augustine, 1992). 

Therefore, the dye concentration used for a given experiment needs to be carefully 
chosen. Faithful recordings of the dynamics of [Ca2+J changes require low concentrations 
(50-100 /LM), but the estimation of the total Ca2+ influx requires large concentrations (1 
mM or more) of the indicator dye. According to Neher and Augustine (1992), with increasing 
intracellular concentrations, the dye will compete more successfully with the endogenous Ca2+ 
buffers and eventually override their binding capacity for Ca2+. At high dye concentrations, the 
kinetics of changes in [Ca2+]j will be prolonged, and their amplitude largely reduced; however, 
the Ca2+ -sensitive fluorescence signals will give a direct measure of the total Ca2+ influx 
(Neher and Augustine, 1992). The minimal concentration at which the dye will bind virtually 
all of the entering Ca2+ deper.ds on the following factors: (1) the dissociation constant (Ko) 
of Ca2+ binding to the indicator, (2) the basal [Ca2+]j and the changes in [Ca2+]j, and (3) the 
endogenous 2+ buffer capacity of the cell type studied. For example, in medial septal neurons 
in forebrain slices it was shown that this condition can be easily achieved at the concentration 
of 1 mM fura-2 for a [Ca2+J level ofless than 200 nM (for further details see Schneggenburger 
et at., 1993a; see also Section 4.2). 

For the faithful monitoring of the physiological changes in [Ca2+]j, as Iowan intracellular 
dye concentration (5~100 /LM) as possible needs to be used (Neher and Augustine, 1992). 
However, for monitoring [Ca2+]j changes simultaneously in the soma and in the dendrites of 
a neuron, it is often necessary to use higher indicator concentrations (of 200 /LM or more) 
in the pipette solution (see Figs. 3, 4, and 7). This will make it possible to obtain sufficiently 
high dye concentrations in neuronal processes that are remote from the site of whole-cell 
recording. For example, when the dye is delivered to the soma, the most common configura
tion, the dye concentration in remote dendritic branches will only equilibrate with the pipette 
solution after a considerable time delay (see Fig. 3). Usually, even at the time of measurement 
(30-60 min after obtaining the somatic whole-cell configuration), the dye concentration at 
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distant dendritic sites will not have completely equilibrated with the dye concentration of 
the pipette solution. In addition, because of the small diameter of the fine dendrites and the 
often significant background autofluorescence levels of the surrounding tissue (see Section 
3.3), larger dye concentrations are needed in order to obtain spatially resolved fluorescence 
changes with a reasonable signal-to-noise ratio. 

3.2. Dye-Loading Procedures 

Loading the indicator dye into the somata (Konnerth et at., 1992) or dendrites (Stuart 
et aI., 1993) of neurons via the patch pipette is similar to the loading procedure described 
in detail by Pusch and Neher (1988). In the largely intact neurons with long and fine dendritic 
processes in slice preparations, the diffusion of the dye is slow, and the loading procedure 
may last several tens of minutes. Moreover, in slices there is often a gradual increase of the 
series resistance as a result of "resealing" problems (Edwards et al., 1989), which delays 
the loading of remote dendrites even more. 

Figure 3 shows a sequence of images of a Purkinje neuron in a cerebellar slice at 
different times during the loading procedure. The pipette solution contained 200 /-LM fura-
2. The fluorescence images were taken at 360-nm excitation light, near the isosbestic point 
of fura-2 (see Tsien and Poenie, 1986). The brightness of the dendrites increased gradually 
with time, and the remote dendrites could only be resolved reasonably well after about 30 
min of dye loading (Fig. 3E). More specifically, in this experiment the times of half-maximal 
loading with fura-2 were determined for three dendritic regions (Fig. 3F) and were found to 
be 3 min, 16 min, and 32 min for regions 1,2, and 3, respectively. Rexhausen (1992)_analyzed 
the time course of accumulation of fura-2 in the dendrites of Purkinje neurons and found 
that it can be well explained by a passive diffusion process, assuming a two-compartment 
model consisting of a somatic and a lumped dendritic component. 

The loading time constant is obviously dependent on the access resistance between the 
patch pipette and the cell interior (Pusch and Neher, 1988). For rapid loading and good 
voltage control, a low access resistance is desirable; however, "long-term" whole-cell 
recordings (lasting longer than 60 min) are very difficult to obtain when the resistances of 
the patch pipettes are lower than about 1 Mfi Therefore, for recordings from cerebellar 
Purkinje or hippocampal pyramidal neurons, we routinely use patch pipettes with resistances 
of 1 to 3 Mfi with resulting access resistances of around 4-10 Mfi that allow fluorometric 
recordings from dendrites after about 30-40 min (Fig. 3). 

3.3. Background Subtraction 

The accurate subtraction of background fluorescence is particularly critical for Ca2+ 

imaging in slice preparations because of the significant levels of background fluorescence 
from the surrounding tissue. The background fluorescence results partially from the release 
of dye-containing pipette solution just prior to the formation of the seal and, more importantly, 
from endogenous fluorophores in the surrounding tissue excited by light in the UV range 
(such as pyridine nucleotides, e.g., NADH, NADPH) or in the visible range (flavins; see 
Tsien and Waggoner, 1990). 

The release of indicator dye from the patch pipette can be minimized by taking rather 
simple precautions such as filling the tip of the patch pipette with a solution with no dye or 
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Figure 3. TIme course of fura-2 loading of a whole-ceIl-clamped Purkinje neuron in a rat cerebellar slice. 
Fluorescence images were recorded with constant camera and intensifier gain settings throughout the experi
ment at an excitation wavelength of 360 om. The images shown in A-F correspond to the following time 
points after achievement of the whole-cell configuration: A, 10 sec; B, I min; C, 2 min; D, 4 min; E, 30 
min; and F, 120 min. Images in A-C, are averages of 32, and in O-F are averages of 128 images, respectively. 
The access resistance was 5.5 Mfl at the beginning of whole-cell recording, increased to 6.7 M!1 after 4 
min, to 13 Mil after 20 min, and remained stable for the rest of the experiment. In panel F. I, 2, and 3 
indicate the regions for which the half-maximal fura-2loading time was estimated. The scale bar corresponds 
to 15 I'm. (Modified. with kind permission. from Rexhausen, 1992). 

applying minimal levels of pressure to the patch pipette when approaching the cell. Whenever 
possible, we also prefer to "clean" the neurons (Edwards et ai., 1989) before patching in 
order to accelerate the process of gigaseal formation. With these precautions, the background 
fluorescence usually becomes constant shortly after the seal formation. 

Background fluorescence from autofluorescence is known to be tissue specific. For 
example, it was found that background fluorescence is different in the various layers of 
hippocampal slices (Regehr and Tank, 1992). The autofluorescence intensity can also vary 
during the time course of the experiment, probably as a result of bleaching caused by the 
UV excitation light. Therefore, we find it absolutely necessary to perform background 
measurements throughout the experiment. With the imaging, this can be accomplished by 
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approximating the background fluorescence from defined pixel regions near the cell under 
study (see, for example, Fig. 4). For recordings with the PMT detector system, the problem 
of background fluorescence bleaching seems to be less critical, probably because lower 
excitation intensities are used. 

3.4. Calibration Procedures for Ratiometric Calcium Measurements 

According to Grynkiewicz et al. (1985), the concentration of intracellular free Ca2+ 
([Ca2+];) can be calculated using the relationship: 

(1) 

in which Kerr is an "effective binding constant," R is the ratio of fluorescence at 360 nm to 
that at 380 nm excitation wavelength, and Rm;n and Rmax are the limiting fluorescence ratios 
at zero Ca2+ and at high Ca2+ concentrations, respectively. The calibration constants Kerr, 
Rmi", and Rmax need to be determined directly for each experimental setup, since they depend 
on the specific optical characteristics of each system (see also Neher, 1989). 

For most applications, we prefer an in vivo calibration procedure in which neurons in 
slices are loaded via the recording patch pipette with calibration solutions containing defined, 
buffered Ca2+ concentrations. Calibrations are done in every experimental setup for each 
type of neuron and are frequently repeated. The general procedure is similar to that described 
in detail for isolated cells (Almers and Neher, 1985; Neher, 1989). A serious limitation of 
the in vivo calibration procedure in neurons with an extensive dendritic arborization is the 
reduced ability to control [Ca2+]; levels in distant dendrites (Fig. 3). There is not only a long 
delay before the dye concentration in the dendrites equilibrates with that of the pipette 
solution, but the large dendritic surface-to-volume ratio may cause an increased transmem
brane transport rate for Ca2+. Especially when calibration solutions with high Ca2+ concentra
tions are used (e.g., 10 mM Ca2+ to determine Rmax), the active extrusion of Ca2+ (see also 
Mathias et al., 1990) in dendrites will result in an underestimation of Rmax. 

Therefore, we restrict our calibration experiments to the somata and proximal dendrites, 
that is, to sites that can be expected to be under more immediate diffusional control from 
the whole-cell patch pipette. Nevertheless, for experiments using solutions with high [Ca2+]; 
for measuring Rl1IJ1u the access resistance needs to be as low as possible. A frequent difficulty 
of these experiments results from a sudden increase in the access resistance (''resealing'') 
that is accompanied by an instant decrease in the fluorescence ratio. This indicates the 
presence of strong Ca2+ extrusion mechanisms even in the cell bodies of some neurons 
(particularly in cerebellar Purkinje neurons). In recordings with a stable and low (3-6 Mil) 
access resistance, the somatic fluorescence ratios at intermediate or high Ca2+ concentrations 
were found to equilibrate in neurons with large dendrites within 10-15 min of whole-cell 
recording. This contrasts with the faster equilibration time course (around 1 min) found in 
mast cells (Neher, 1989). It should be noted that for the determination of Rmin, the access 
resistance is less critical. 

3.S. Dye Bleaching and Phototoxic Damage 

In combined whole-cell and fluorometric recordings, bleaching is a major problem 
neither for fura-2 nor for fluo-3 or calcium green-I. This is illustrated for fura-2 in the 
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example shown in Fig. S, in which, for a continuous recording lasting for more than 1 min, 
there was no decline in the isosbestic fluorescence signal obtained by exciting with 360 nm 
UV light, which is a direct measure for the fura-2 concentration at that particular site. In 
most recordings there was no significant bleaching-dependent decline in fluorescence intensity 
even for continuous recordings lasting for 20-30 min. This suggests that even if bleaching 
occurred, its rate was smaller than that of the dye-loading process via the patch pipette. 

There seems to be no significant phototoxic damage when using fura-2. However, the 
use of fluo-3 and calcium green-l with the high excitation intensities produced by the laser 
of the CLSM is much more critical. Under our recording conditions, continuous illumination 
at the high intensities that are required for detecting changes in fine dendrites and spines 
(Fig. 7) may already produce an irreversible characteristic damage after 1O-IS sec. This 
photo toxic damage is proportional to the illumination intensity and duration and to the 
concentration of the indicator dye. Typically, the first sign of this damage is the rapid (time 
constant of about 1 sec) development of an irreversible outward current (of about 1 nA 
amplitude in cerebellar Purkinje neurons), which is often followed by a persistent increase 
in Ca2+ concentration. The phototoxic damage can be partially prevented by switching from 
continuous to intermittent illumination and by reducing the area of the cell that is illuminated. 
It is, in addition, useful to avoid the illumination of the cell body (which contains a large 
amount of dye) whenever possible (Fig. 7). 

4. Examples and Applications 

4.1 Changes in [CaH]j in Soma and Dendrites of Hippocampal 
Pyramidal Neurons 

Figures 4 and S illustrate the use of an imaging system (as described in Section 2.1) 
that allows the spatial resolution of fura-2 fluorescence signals in combination with whole
cell patch-clamp recordings. A tight-seal whole-cell recording from a CAl pyramidal neuron 
in a rat hippocampal slice was made using a pipette solution containing 200 j.LM fura-2. The 
slice was illuminated alternately with 360-nm and 380-nm wavelength excitation light, and 
the fluorescence signals were integrated on-line for several regions of interest chosen just 
prior to the recording: a somatic region (1), a region covering the proximal part of the apical 
dendrite (2), and a background region near the neuron (3) (Fig. 4; corresponding changes 
in fluorescence in Fig. S). At the time indicated by the arrow, a depolarizing voltage step to 
o mV (800 msec duration, from a holding potential of -60 mY) was applied, which evoked 
an inward Ca2+ current (see Fig. SA). The resulting influx of Ca2+ is reflected by the decrease 
of the fura-2 fluorescence at the Ca2+ -sensitive excitation wavelength at 380 nm (abbreviated 
F380 in Fig. SB; closed symbols). The fura-2 fluorescence at the excitation wavelength of 
360 nm (near the isosbestic point of fura-2) remained, as expected, constant during the Ca2+ 

influx (see Fig. SB, open symbols). 
Figure SC,D displays the somatic and dendritic changes in [Ca2+l that were calculated 

using equation 1 from the background-subtracted changes in fluorescence. All traces shown 
in Fig. S were displayed on line on the monitor of the chart computer shown schematically 
in Fig. 1. In addition, there is the possibility of recording and storing a sequence of images 
(similar to that shown in Fig. 4). These images, if necessary, can be analyzed in detail offline. 
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Figure 4. Fluorescence image of a CAl 
pyramidal neuron from a rat hippocampal 
slice. The neuron was loaded with a 200 
JJ.M fura-2-containing pipette solution for 
20 min. The image (average of n = 128) 
was recorded at an excitation wavelength 
of 380 nm. The three regions selected for 
the on-line measurement of the fura-2 fluo
rescence changes (see Fig. 5) represent a 
somatic region (I). a region of the proximal 
apical dendrite (2), and a region for back
ground fluorescence (3). The scale bar cor
responds to 10 f.1m. 

4.2. Calcium Flux Measurements 

223 

A useful application of combined patch-clamp and fluorometric Ca2+ recordings is the 
direct measurement of transmembrane Ca2+ -fluxes. This is achieved by loading the cells 
with high concentrations (I mM or more) of the fluorometric dye fura-2 via the patch pipette. 
Under these conditions, most of the incoming Ca2+ is captured by the indicator dye, and the 
total Ca2+ -flux can be estimated directly from the changes in Ca2+ -sensitive fluorescence 
(Neher and Augustine, 1992). Such Ca2+ flux measurements have been used to determine 
the Ca2+ component of nonselective cation currents, which was named the fractional Ca2+ 
current (Schneggenburger et al., 1993a; Zhou and Neher, 1993). In brain slices, this approach 
was first used in rat medial septal neurons for studying the fractional Ca2+ current through 
glutamate receptor channels. Since medial septal neurons lack an extensive dendritic tree, 
imaging was not necessary, and therefore these experiments were performed with a single
detector PMT system (Schneggenburger et aI., 1993a,b). 

Figure 6A shows the time course of loading of a medial septal neuron with I mM fura-
2. The time course of the increase in intracellular fura-2 concentration was calculated from 
the Ca2+ -insensitive fluorescence signal at 360 nm excitation wavelength (Neher and 
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Figure 5. Simultaneous recording of the whole-cell current, the spatially resolved fura-2 fluorescence signals, 
and the corresponding changes in [CaH]i' Recording from the CAl hippocampal pyramidal neuron shown 
in Fig. 4. A: At the time indicated by the arrow a depolarizing pulse (to 0 m V for 800 msec, holding potential 
-60 mY) evoked an inward current. The whole-cell current was sampled at 5 Hz. B: The fura-2 fluorescence 
at 360 nm (F360) and 380 nm (F380) excitation wavelengths (sampled at 1.2 Hz) from the three regions indicated 
in Fig. 4, which correspond to a somatic region (upper two traces), a dendritic region (middle two traces), 
and a background region (lower, superimposed two traces). Normalized fluorescence intensities (total fluores
cence of a region divided by the number of corresponding pixels) were given in arbitrary units (AU). C,D: 
The somatic and dendritic change in [Ca2+]1 caused by the depolarizing pulse delivered through the patch 
pipette. [Ca2+]i was calculated on line according to equation I, after subtraction of the background fluorescence. 

Augustine, 1992). Figure 6B shows two Ca2+ currents evoked at a low (135 /-LM) and at a 
high (830 /-LM) intracellular fura-2 concentration (at the time points marked with 1 and 2 in 
Fig.6A, respectively). Despite the similar Ca2+ charge transported during these two Ca2+ 
currents (indicated by the shaded areas in Fig. 6B), the corresponding changes in Ca2+
sensitive fluorescence (Fig. 6C, top) and [Ca2+]j (Fig. 6C, bottom) were markedly different 
for the two fura-2 concentration levels. This was a result of the concentration-dependent 
Ca2+ -buffering capacity of fura-2. When the intracellular concentration of fura-2 and, thus, 
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Figure 6. Concentration dependence of the 
Ca2+ -buffering capacity of fura-2. A: TIme 
course of loading a medial septal neuron in 
a rat forebrain slice with a I mM fura-2-
containing pipette solution. The intracellular 
fura-2 concentration was calculated from the 
Ca2+ -independent fluorescence (at 360 nm). 
The beginning of whole-cell recording is 
indicated by the arrowhead. B: Voltage
gated Ca2+ currents evoked at two time 
points during the loading phase (see arrows 
in A), at 135 IJ.M and at 830 jJ.M fura-2 
respectively. The integral of the Ca2+ cur
rents is indicated by the shaded areas. The 
currents were evoked by 200-msec voltage 
pulses to -10m V from a holding potential 
of - 80 m V. C: Ca2+ -sensitive fluorescence 
changes at 380 nm excitation wavelength 
(top traces, in bead units, BU; see Schneg
genburger et aL, 1993a) and the correspond
ing [Ca2+]; changes at 135 IJ.M and at 830 
IJ.M fura-2 concentration. The composition 
of the pipette solution was as described in 
Section 3.1 except that 1 mM fura-2 was 
used. (Modified, with permission, from 
Schneggenburger et al., 1993a). 

A 

B II] 

C 135 11M fura-2 830 11M fura-2 

225 

[ 

!DDD ~ 

500 ~ 

~ 
o 

120 s 

200 ms 

5s 

5BU 
(F380) 

[Cal, 
1000 nM 

the Ca2+ -buffering capacity became sufficiently large (Fig. 6C, right panel), virtually all of 
the incoming Ca2+ was bound by the dye (see also Neher and Augustine, 1992). The concentra
tion of fura-2 at which Ca2+ fluxes can be directly determined from the changes in Ca2+

sensitive fluorescence was determined to be less than 1 mM fura-2 in medial septal neurons 
(Scbneggenburger et al., 1993a). 

4.3. Localized Dendritic Calcium Signals 

In many central neurons, excitatory synaptic signals are transmitted via dendritic spines. 
It is also known that many forms of synaptic plasticity critically depend on the intracellular 
Ca2+ concentration (Kano et al., 1992; Konnerth et al., 1992; Bliss and Collingridge, 1993). 
Therefore, it is of special interest to evaluate the Ca2+ homeostasis and dynamics at the level 
of fine dendritic branches and ultimately at the level of spines (Gamble and Koch, 1987; 
Maller and Connor, 1991; Eilers et al., 1994; Murphy et al., 1994). It is, in general, difficult 
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Figure 7. Local dendritic Ca2+ signaling in a Purkinje neuron of a cerebellar slice. Whole~cell recording 
after 60 min of loading with 500 /-lM calcium green-l in combination with confocal imaging. A: Grayscale 
fluorescence ratio image FIFo (fluorescence F divided by the basal fluorescence Fo before stimulation) 
corresponding to the peak signal in B. B: Repetitive (five stimuli at 10 Hz) parallel fiber stimulation evoked 
characteristic excitatory synaptic currents (see inset) associated with a transient change in fluorescence. 
Traces 1,2, and 3 correspond to the similarly marked regions in A. Arrowheads indicate the time points of 
synaptic activation. 
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to resolve Ca2+ signals in fine dendrites and spines with conventional imaging (Kano et al., 
1992; Konnerth et al., 1992; Miyakawa et al., 1992; but see Muller and Connor, 1991). A 
much better spatial resolution can be obtained with CLSMs (Alford et aI., 1993; Eilers et 
al., 1994). 

Figure 7 illustrates an experiment in which whole-cell patch clamp of a Purkinje neuron 
in a cerebellar slice was combined with topical synaptic stimulation and CLSM imaging. A 
train of excitatory postsynaptic currents was evoked by the repetitive stimulation of a beam 
of parallel fibers (see inset of Fig. 7B). Despite the lack of any "regenerative component" 
(Miyakawa et al., 1992), the parallel-fiber-mediated excitatory postsynaptic signals were 
associated with large, highly localized changes in fluorescence (Fig. 7). Although these 
changes in fluorescence cannot be readily translated into the corresponding changes in [Ca2+];, 
their amplitudes are comparable to the peak amplitudes we observe in large portions of the 
dendritic tree during climbing fiber stimulation (not shown). It has been shown using fura-
2 imaging that climbing-fiber-mediated [Ca2+]; transients have amplitudes of several hundreds 
of nanomolar (Knopfel et al., 1990; Kano et al., 1992; Konnerth et al., 1992). The mechanisms 
underlying the localized paralle1-fiber-mediated Ca2+ changes are not fully understood, but 
the voltage dependence of these signals indicates that dendritic voltage-gated Ca2+ channels 
are critical for their generation (Eilers et al., 1994). 
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Chapter 10 

Fast Application of Agonists to Isolated 
Membrane Patches 

PETER JONAS 

1. Introduction and History 

At a synapse, the transmitter is stored in synaptic vesicles and is released into the synaptic 
cleft almost instantaneously upon fusion of these vesicles with the presynaptic membrane. 
Subsequently, the transmitter diffuses to ligand-gated ion channels in the postsynaptic density, 
binds to them, and thereby causes channel activation. Unfortunately, we have estimates 
neither of the exact amount of transmitter in the synaptic vesicle nor of the concentration 
in the synaptic cleft reaching the postsynaptic receptors, and in some cases even the identity 
of the transmitter is unknown. These questions may be addressed by modeling of release 
and diffusion. Such a theoretical approach, however, is based on several assumptions, some 
of which lack experimental evidence. 

An alternative approach is to mimic synaptic release using fast application techniques: 
by comparing the shape of the current evoked by pulses of different length of the putative 
transmitter with the synaptic current, estimates of the time course of transmitter in the synaptic 
cleft can be obtained. This presents a technical challenge because it is necessary to apply 
the putative transmitter almost as rapidly as at an intact synapse. After 1980, a few techniques 
were reported that allowed fairly rapid solution exchange on whole-cell somata. One system 
was built up from a long cylindrical tubing with a small lateral hole through which the cell 
was inserted. The tubing was filled with control solution, and the lower end of the tubing 
was immersed in test solution. The solution was changed by applying suction to the upper 
end using a solenoid-driven valve (Krishtal et aI., 1983; Akaike et aI., 1986). Other systems 
were based on U-tubes (Krishtal and Pidoplichko, 1980; Fenwick et aI., 1982) or double
barreled application pipettes (Johnson and Ascher, 1987). The exchange times that proved 
feasible were in the range from 100 msec down to a few milliseconds. 

It soon became evident that very fast exchange could be achieved only on excised 
membrane patches. By use of Y-tube methods, exchange times of 1 msec were obtained with 
outside-out patches (Brett et aI., 1986). A breakthrough was the development of "liquid 
filament" switches based on an extremely sharp interface between two laminarly flowing 
solutions, which was rapidly moved across the patch (Franke et al., 1987; Maconochie and 
Knight, 1989). For the first time, solution could be exchanged within about 100 J..Lsec. In 
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Figure 1. Experimental setup. (A) Application pipette and recording pipette under experimental conditions; 
light·microscopic view from top. Application pipette barrels were perfused with normal rat Ringer solution 
(NRR) and 10% NRR respectively. Note the sharp interface between the two solutions. (8) Application 
pipette attached to the piezoelectric element. Tubing connected to the pipette can be seen on the right. 
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the method of Franke et al. (1987), test solution flowed out of a single-barreled application 
pipette into a continuously perfused bath, and the application pipette was moved by a piezo 
translator. In the method of Maconochie and Knight (1989), two jets of solution from separate 
pipes were directed toward the membrane patch, and the liquid filament was moved by 
increasing the flow through one while decreasing the flow through the other pipe, using 
solenoid-driven valves. 

When we (Colquhoun et aI., 1992) and others attempted to mimic excitatory synaptic 
transmission in the CNS mediated by a-amino-3-hydroxy-5-methyl-4-isoxazolepropionate 
(AMPA)-type glutamate receptor channels, several requirements had to be satisfied. (1) 
Extremely fast solution exchange was essential, because AMP A-type glutamate receptor 
channels are gated more rapidly than any other ligand-activated ion channel. (2) Application 
of very brief synapse-like agonist pulses was necessary. In the original system of Franke et 
al. (1987), where the removal of the test solution occurred by bath perfusion, it turned out 
to be difficult to obtain a rapid and complete washout of test solution; responses to brief 
pulses (:5 1 msec) with this system were only occasionally reported (Dudel et aI., 1990). 
Trussell and Fischbach (1989) tried to overcome these difficulties by using an additional 
suction pipette, which, however, complicated the experimental situation. (3) The application 
system had to fit under a water immersion objective with small working distance (about 1.5 
mm) because we intended to combine fast application and patch-clamp measurements in 
brain slices requiring upright microscope optics (Chapter 8, this volume). Techniques using 
multiple application pipettes were thus inconvenient. 

The fast application system we Use is based on a double-barreled application pipette 
made from theta glass tubing, both channels of which are continuously perfused with control 
and test solution (Colquhoun et aI., 1992; Fig. lA). The interface between the two solutions 
can be moved across the patch by a piezoelectric element to which the application pipette 
is attached. The design fulfills all requirements mentioned above and particularly enables us 
routinely to apply very brief pulses of agonist. 

2. Application Pipettes 

2.1. Theta Glass Thbing 

Dual-channel theta glass tubing (so called because the cross section resembles the Greek 
letter theta) is provided by several different suppliers. We use borosilicate theta glass from 
Hilgenberg [Malsfeld, Germany, mostly outer diameter (O.D.) 2.0 mm, inner diameter (LD.) 
1.4 mm, and septum thickness 0.1167 mm, provided on special request]. Glass tubing from 
other sources (Sutter, Novato, CA; Clark Electromedical Instruments, Pangbourne, England; 
WPI Instruments, Sarasota, FL) may be equally satisfactory. The 2.0-mm O.D. glass has the 
advantage that polyethylene tubing can be fed easily into the back side of the pipette (see 

Note the black neoprene tubing covering the piezo translator. View from front. (C) Mechanical setup for 
holding the piezo translator. Note the two translation stages onto which the brass cylinder carrying the piezo 
element is mounted. The lever for moving the application pipette in the Z dimension is visible on the right 
and bottom; the whole system is shown in the low position. Also note the digital micrometer for monitoring 
the position of the application pipette in the X dimension. The neoprene tubing was removed from the piezo 
translator for the purpose of illustration. View from side. 
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below). Outer diameters of 1.6 mm can be also used; as the pulling procedure just scales 
down the original cross-section geometry (Brown and Flaming, 1986), identical tips can be 
produced. The use of thick-walled glass tubing is advantageous because the application 
pipette is mechanically more stable, minimizing oscillations in the solution exchange. Thin 
septa are preferable because the interface between the solutions flowing down the two barrels 
of the application pipette is sharper. 

2.2. Pulling and Breaking 

The theta glass tube is pulled to an O.D. of about 300 J.1m in one step. Electrode pullers 
providing symmetrical narrowing and short shanks are preferable. The raw piece is then cut 
into two parts by the use of a diamond pencil. This step is critical, because tip irregularities 
will cause turbulence of flow. The best results are obtained when the breaking is performed 
under visual control using a 10 X binocular microscope. Both ends of the glass are fixed 
by magnets on a metal table to slightly bend the central part of the tubing. The raw piece 
is then carefully scratched with the diamond pencil in the region where the diameter is 
smallest. Sometimes, it is just necessary to touch the glass, in other cases the tubing has to 
be rotated and scratched again until the two parts separate. Up to 80% of all raw pieces give 
acceptable tips (see Fig. 1A). A typical double-barreled application pipette shows a tip O.D. 
of 300 J.1m and a shank length of about 5 mm (Fig. 1A,B). 

2.3. Tubing Connectors 

To connect the two barrels of the application pipette with the solution reservoirs, we 
use polyethylene (PE) microtubing (Portex, England; O.D. 0.61 mm, LD. 0.28 mm). The 
tubings are inserted into the back ends of the application pipette barrels and shifted as far 
as possible toward the tip. Subsequently, the space between the pipette wall and the PE 
tubing is filled with glue. Two-component epoxy resins (like UHU-Plus Endfest 300) appear 
to be most durable. The glue is filled into a 1-ml syringe and is squeezed into the space 
between PE tubing and glass wall via a OA-mm O.D. hypodermic needle. High pressure is 
required to eject the resin because of its viscosity; we use a custom-made screw-driven 
ejection device for this purpose. The spaces between PE tubing and glass wall should be 
filled almost entirely (1) to minimize the dead volume close to the application pipette tip 
(which is critical when the solution fed into the pipette is changed), (2) because it is difficult 
to replace gas in this volume by aqueous solution-unfilled space thus presents a potential 
source of gas bubbles, and (3) because solution may leak out if a connection to the back 
ends of the pipette remains. Ejection has to be stopped when the epoxy resin is about 4 mm 
away from the ends of the PE tubings because it tends to expand toward the tip while hardening. 

2.4. Mounting the Application Pipette to the Piezo Translator 

To fix the application pipette at the piezo translator, we use the following design. A 
small brass or perspex block with square cross section and a central hole (part I) serves to 
hold the application pipette (pipette, PE tubings, and brass or perspex block form the so
called application tool). A slightly bigger connector made from brass or perspex (part II), 
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into which the small block exactly fits, is screwed onto the piezo element; part I can be 
tightly fixed within part II by a small screw (Fig. IB). The application tool can be mounted 
and removed quickly. A precise vertical orientation of the septum of the application pipette 
is advantageous for judging the sharpness of the interface and for mapping out the optimal 
position of the recording pipette. Once the septum has been adjusted vertically, the application 
pipette is glued into part I. In case the pipette breaks, part I can be reused; remaining glass 
and glue can be removed after heating. Ideally, the mass of part I and II should be low, 
because extra mass reduces the resonance frequency of the system and thereby slows the 
movement (see below). A compromise between sufficient mechanical stability and low mass 
has to be reached (5-10 g total is appropriate). 

2.5. Mounting the Piezo Translator to the Setup 

The piezo translator is held horizontally in a brass cylinder. This cylinder allows rotation 
around a vertical axis, making it possible to swing the tool away from the recording chamber 
(Fig. IC). The brass cylinder is mounted onto translation stages by which the position can 
be changed in X and Y dimensions. The whole system is attached to a lever by which it can 
be moved up and down (in the Z dimension). This makes it easy to remove the tool quickly 
from the bath and to put it back into exactly the same position, minimizing the risk of 
breaking. A third translation stage allows us precisely to adjust the height of the tool. During 
the day of the experiment, the application tool resides in a safe parking position within the 
recording chamber from which it is moved after a good outside-out patch is isolated; to 
facilitate bringing the tool into the field of view, a digital micrometer that monitors its 
position can be used. Different angles between the application pipette and the frontal plane 
(in which the recording pipette is located) were tried; the solution exchange appears to be 
fastest when this angle is about 150° (Fig. IA). The angle between recording and patch 
pipettes and the horizontal plane is dictated by the small working distance of the water 
immersion objective; usually it is set to about 25°. 

2.6. Perfusion of Application Pipettes 

There are two possibilities to establish continuous perfusion of both barrels of the 
application pipette. The first method uses gas pressure. The solution reservoirs are connected 
to N2 via a pressure regulator and a pressure meter (Bosch, Stuttgart, Germany) by which 
the flow can be adjusted very precisely. The pressure is typically set to 70 mbar. The 
second possibility is to use a commercially available infusion pump (e.g., Infors, Bottmingen, 
Switzerland). Up to six 30-ml syringes can be loaded after slight modification of the original 
design. A flow velocity of 100-150 /Lm/msec at the application pipette tip is what patches 
typically tolerate. Thus, for an application pipette with about 120-/Lm barrel width, a perfusion 
rate of about 10 mllhr (per barrel) is appropriate. Establishment of additional bath perfusion 
(about 5 mllmin) is very important to remove the agonist from the biological preparation 
(e.g., the brain slice). Bath perfusion should be roughly parallel to the direction of solution 
flow out of the application pipette to avoid turbulence. 

Only filtered solutions (0.2-/Lm pore size) should be used for pipette perfusion. If the 
filters are attached directly to the outflow of the reservoirs, the risk of destroying the patch 
by small particles is minimized. Unless specific precautions are taken, gas bubbles may 
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present a continuous source of trouble; they will immediately destroy the patch when they 
come off the tip of the application pipette. To avoid bubble formation, it is recommended 
that the solutions be held at room temperature for several hours before use. Degassing for 
a few minutes using a vacuum pump also works. In addition, the application pipette should 
be perfused for 30 min or more before the beginning of the experiment to remove all gas 
bubbles from the system. 

To exchange the solutions perfusing the control and test barrel of the application pipette, 
we use two rotary dial selectors, each consisting of six inflow and six outflow tubings. One 
of the outflow tubings of each of the selectors is connected to the respective barrel of the 
application pipette; the other outflow tubings are placed into a waste beaker. By setting the 
selectors in different positions, it is possible to perfuse the barrels of the application pipette 
with any possible combination of solutions. The pieces of the rotary dial selector should be 
covered with grease to avoid leak from one channel to another. The time necessary for 
complete exchange between two perfusing solutions is about 20 sec for the perfusion rates 
typically used. 

2.7. Cleaning of Application Pipettes 

Dirt attached to the application pipette tip is unfavorable because it leads to turbulence 
of the laminar flow. To avoid contamination with dirt, application pipettes have to be rinsed 
with distilled water after every day of experiment. If, despite of these precautions, the 
application pipette gets contaminated with dirt, it has to be cleaned chemically. Chromo sulfuric 
acid appears to be the most effective substance for cleaning application pipettes. It is sucked 
into the application pipette and ejected again after a few seconds; this procedure should be 
repeated until the pipette is clean. Chromosulfuric acid is a rather hazardous substance and 
should not be left in the pipette too long because it destroys the epoxy glue; it should be 
washed out completely using distilled water. 

2.8. Sharpness of the Interface 

Interface thicknesses mapped with an open recording pipette (see below) typically are 
a few micrometers. Close to the application pipette tip, turbulence disturbs the interface. We 
therefore position the recording pipette about 100 J.Lm away from the application pipette tip. 
Even under ideal conditions with perfectly laminar flow, diffusion of molecules across the 
interface will reduce its sharpness. The thickness of an ideal interface can be estimated 
theoretically by Einstein's random walk equation (t = s2/2D, t representing time, s the mean 
distance the molecules diffuse during t, and D the diffusion coefficient). When the flow 
velocity is 100 J.Lmlmsec, and the diffusion coefficient is D = 6 10-10 m2/sec (for acetylcholine 
or glutamate), the thickness of the ideal interface at 100-J.Lm distance from the application 
pipette tip can be estimated as 1.1 J.Lm. 

3. Piezoelectric Elements and Power Supplies 

3.1. Piezoelectric Elements 

Fast piezo translators and power supplies are essential to generate brief pulses of 
test solution. If only application of longer pulses is intended, slower equipment might 



Fast Agonist Application 237 

be sufficient. Three different designs of piezo translators are used to achieve large 
excursions (the excursion that can be achieved with a single piezo crystal is extremely 
small): (1) stacked designs, comprised of several piezo crystals built in series, (2) hybrid 
designs, which amplify the movement using a lever, and (3) bimorph designs, which are 
based on bending of a bimaterial strip. In our experience, stacks are superior to hybrids 
or bimorphs because translation is fast and reproducible. We use piezo elements from 
PI (Physik Instrumente, Waldbronn, Germany or Costa Mesa, CA); another supplier is 
Burleigh Instruments (Fishers, NY). There are several types of stacks, which differ in 
their resonance frequency to and in the maximum possible excursion. For applying brief 
pulses of test solution, a piezoelectric element with a high resonance frequency and a 
relatively small excursion is preferable (like the P-245.20, excursion 20 /-Lm, to 15 kHz; 
the P-245.30, excursion 40 /-Lm, to 11 kHz; or the P-245.50, excursion 80 /-Lm, to 8 kHz) 
to be able to move the application pipette back and forth rapidly. If the piezo translator 
were charged with infinite current, the time for expansion would be roughly 113 to -I. 
Values for fo are tabulated in the manuals for the piezo translators. The effective resonance 
frequency, however, will be slightly smaller when the application tool is attached to the 
piezo element. For example, the mass of a P-245.20 piezo crystal is m = 77 g; if the 
mass of the application tool is M = 5 g, then to will be reduced by a factor 
J[m/(m + 2M)), i.e., from 15 to 14.1 kHz. This would give 24 /-Lsec expansion time. 

3.2. Power Supplies 

Fast movements of the piezo translator require a high-voltage power supply, which 
allows rapid charging and discharging. We use the P-272 piezo power switch from PI 
(maximal output current 10 A). It has a TTL input, and the output voltage (and thereby 
the excursion) can be adjusted between 100 and 1000 V with a potentiometer. The 
excursion of the piezo translator is usually optimal at about 20 to 30 /-Lm. Higher 
excursions may cause oscillations in the solution exchange. Different charge/discharge 
resistors can be selected; the switches are set to either position 2 (470 0) or 3 (2.2 
kO), corresponding to the slower possible modes. The piezo translator is charged with 
a time constant ,. = RC, where C represents its capacitance and R is the charging 
resistance. For example, C of a stack translator P-245.20 is 100 nF; if R is 470 0 
(piezo power switch, position 2), then,. = 47 /-Lsec. More rapid charging usually leads 
to vibrations of the tool and oscillations in the solution exchange. Care should be taken 
to switch off the power supply of the piezo translator before the apparatus connected 
to its trigger input, because otherwise the piezo crystal may be damaged. 

4. Tests of the Reliability of Solution Exchange 

4.1. Open-Tip Response 

Application pipettes can be tested by perfusing the two barrels with normal rat 
Ringer (NRR) and 10% NRR solution, respectively. Because of the different refractory 
indices of the two solutions, the interface between them is clearly visible in the light
microscopic view (Fig. lA). The sharpness of the liquid filament gives a first indication 
of the quality of the application pipette. Subsequently, the speed of solution exchange 
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is determined from the open-tip response during activation of the piezo element, using 
an open patch pipette filled with potassium-rich intracellular solution. As the interface 
moves over the open tip of the recording pipette, a change in liquid junction potential 
occurs that leads to a change of the pipette current in the voltage-clamp mode (Fig. 
2A). Low positive pressure (about 10 mbar) has to be applied to the recording pipette 
interior; otherwise diffusion of external solution into its tip gives rise to slow components 
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Figure 2. Test of solution exchange. 
(A) Open-tip response, solution 
exchange between NRR and 10% NRR 
(l-msec pulse). Optimal position of the 
recording pipette. Electrical pulse 
applied to the piezo element is shown 
on top. The latency between electrical 
pulse and solution exchange is mostly 
from the time it takes the solution to 
flow from the application pipette open
ing to the recording pipette tip. (B) 
Open-tip response, l-msec pulse, for 
different distances of the recording 
pipette tip from the interface. Excur
sion of the piezo translator set to 30 
""m. The recording pipette was moved 
in about 7 -""m steps toward the inter
face. The optimal position of the appli
cation pipette would be position 2. The 
dashed horizontal line indicates the 
current level when the recording 
pipette tip is completely immersed in 
10% NRR. (C) Solution exchange at 
an intact membrane patch. The opening 
of a high-conductance potassium chan
nel triggers a solution exchange 
between NRR and a potassium-rich 
external solution (l-msec pulse). Note 
that the current change caused by the 
switch between solutions is only 
slightly slower than the spontaneous 
transitions between open and closed 
states of the channel. Membrane poten
tial 0 mY. Adapted from Colquhoun et 
al., 1992. 
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of solution exchange. The properties of individual application pipettes are somewhat 
variable; about one-third of all application pipettes tested are usable. In the best case, 
20-80% exchange times of 100 Jlsec or less can be achieved for 5-MO recording pipettes 
(the exchange being somewhat slower when the recording pipette is larger). 

4.2. Mapping out the Optimal Position 

The optimal position of the recording with respect to the application pipette has to 
be found under visual control using a 40X water immersion objective and an eyepiece 
micrometer. To begin with, the recording pipette can be located in a region about 100 
Jlm away from the application pipette tip and 20 Jlm away from the interface. In the 
Z dimension, the position of the recording pipette has to be slightly below the center 
of the application pipette tip to account for the angle between the tool and the horizontal 
plane (about 20°, see above). 

The optimal distance between recording pipette and interface has to be mapped out 
carefully. When the recording pipette is moved toward the interface while 1-msec electrical 
pulses are repeatedly applied to the piezo translator, the open-tip responses change in a 
characteristic manner (Fig. 2B). (1) The first measurable response is much briefer than 
the electrical pulse fed into the piezoelectric element and does not reach the steady-state 
level. In this position, AMPA-receptor-mediated currents elicited by glutamate pulses in 
intact patches would not be fully activated. (2) The optimal position is a few micrometers 
further toward the interface. The length of the solution pulse is then identical to the 
length of the electrical pulse, and rising and decaying phase are monotonic and free 
from oscillation artifacts. In the optimal position, the open tip responses to pulses of 
different length (I, 10, 100 msec) should look almost square, and the maximum amplitudes 
obtained with brief and long pulses should be identical. This optimal position is typically 
about 10 Jlm away from the interface, depending on the excursion of the piezo translator. 
(3) When the recording pipette is moved further toward the interface, oscillation artifacts 
appear in the decaying phase, indicating that removal of the test solution is delayed and 
incomplete. In this position, the decay of AMPA-receptor-mediated currents activated by 
brief glutamate pulses in intact patches would become slower and wobbly. (4) Finally, 
when the recording pipette touches the interface, the baseline shifts upward. In this 
position, AMPA-receptor-mediated currents activated by glutamate pulses in intact patches 
would disappear because AMPA receptors become desensitized at equilibrium (Colquhoun 
et ai., 1992). 

Once the optimal position of the recording with respect to application pipette has 
been found, it should be documented in order to be able to reproducibly find it at a 
later stage when a good outside-out patch is available. A characteristic reference point 
at the application pipette is one of the edges between the septum and the circular glass 
wall. With the eyepiece micrometer, the coordinates of the recording pipette tip with 
respect to this reference point can be given precisely. It is strongly recommended to 
record the open-tip response before every day of experiment and at the end of every 
successful experiment after the patch is blown off. In addition to verifying that the 
agonist application was fast enough in the particular experiment, this also makes it 
possible to identify the exact time when the solution exchange occurred. 
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4.3. Test at an Intact Membrane Patch 

Solution exchange at an intact patch will inevitably be slower than at a bare recording 
pipette tip. To perform a more stringent test of the performance of the application system, 
we decided to apply pulses of potassium-rich external solution to an outside-out patch while 
a large-conductance (calcium-activated) potassium channel is open (Fig. 2C; Colquhoun et 
ai., 1992). The most elegant way to perform the experiment is to trigger the movement 
of the application pipette by the opening of the channel using an event detector (e.g., 
Al 2020A, Axon Instruments, Foster City, CA). In our experience the solution exchange 
at the intact membrane in most cases will be only slightly slower than at the open 
recording pipette tip. However, it is recommended to verify this at least a few times 
with membrane patches isolated under conditions identical to those in the experiments 
with agonist application. The rise time of the AMPA-receptor-mediated current activated 
by glutamate also represents a reliable indicator of the speed of solution exchange in 
intact membrane patches; 20-80% rise times of currents activated by pulses of 1 mM 
glutamate are usually very brief, between 200 and 600 J.l.sec. In about 10% of all patches 
obtained from cells in brain slices, however, the rise time is much longer. This appears 
to present a problem with the patch rather than with the application pipette, as can be 
verified by checking the open-tip response at the end of the experiment. In some cases, 
dirt or membrane fragments attached to the patch can be identified visually. Patches with 
such slowly rising responses should be rejected. 

4.4. Influence of Patch Size and Geometry on Solution Exchange Time 

The larger the patch, the slower the solution exchange, for two reasons. (1) In large 
patches, the receptors in different regions are not reached by the agonist at the same 
time. This prolongs the exchange time. (2) Because of the viscosity of the solution, the 
flow velocity close to the membrane is reduced, creating an unstirred layer. In large 
patches, the unstirred layer is thicker. Assuming that the patch has a spherical geometry 
with radius 1; the velocity profile can be approximated as v(h) = v., {1 - (rI(r + h)P} 
with v representing flow velocity (Maconochie and Knight, 1989). The solution exchange 
can be envisioned to proceed in two steps. At some distance from the membrane it 
occurs by convection; from there to the surface where the flow velocity is 0, it occurs 
by diffusion. The time necessary for solution exchange at a distance h from the patch 
surface is t1(h) = s/v(h), where s is interface thickness. The time required for diffusion 
from there to the patch surface is t2(h) = h212D (see above). The minimum of t1(h) + 
tz(h) represents an approximation of the exchange time (Maconochie and Knight, 1989). 
It is evident from these considerations that the larger 1; the slower the solution exchange. 
Because of the n shape of inside-out patches, application is necessarily slower than for 
outside-out patches. If not much suction is applied to form the seal, however, fairly 
rapid solution exchange can be also achieved on inside-out patches (see Markwardt and 
Isenberg, 1992). 

4.5. Vibrations and Charging Artifacts 

Occasionally vibrations and charging artifacts superimpose on the agonist-activated 
currents, even when the solution exchange is totally adequate. These two types of artifacts 
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Figure 3 Examples. (A) AMPA-receptor-mediated current activated by glutamate pulses (I mM) of different 
lengths. External solution NRR; 8-14 single records averaged. Membrane potential -50 mY. (B) Dual
component current. Note the openings and closings of single NMDA receptor channels in the late phase of 
the recording. External solution NRR without magnesium ions; 10 IJ.M glycine added. Single trace. Membrane 
potential - 80 m V. CA3 dendritic membrane patches, open tip responses recorded at the end of the experiment 
are shown on top. Comer frequency of eight-pole low-pass filter set to 3 kHz. Adapted from Spruston et 
al., 1995. 

are troublesome when the agonist-activated currents are small (e.g., because of low 
channel density) or when resolution at the single-channel level is required. High-frequency 
vibrations appear shortly after the piezo translator movement. There seem to be multiple 
components of these vibrations, including microphonia, conduction of the vibration over 
the metal parts in between application and recording pipette (including the basement), 
and conduction of the vibration over the surface of the bath solution. Microphonia can 
be reduced by covering the piezo translator with thick neoprene tubing, which significantly 
decreases the click noise that occurs as the piezo translator moves. The conduction of 
vibration over the basement can be minimized by inserting a piece of silicone between 
the piezo element and the brass cylinder or, alternatively, below the brass cylinder. The 
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conduction of the vibration over the surface of the bath solution can possibly be reduced 
by changing the fluid level or the height of the water immersion objective. Charging 
artifacts appear as spikes when a voltage step is applied to the piezo element; they can 
be minimized by appropriate shielding and grounding or by setting the switches for the 
charge/discharge time constant of the power switch to slower values (see above). 

5. Examples 

Figure 3 shows a few applications of the technique under optimal conditions. AMPA
receptor-mediated currents evoked by pulses of 1 mM glutamate of different length are 
illustrated in Fig. 3A. The 20-80% rise time of the current is about 300 fLsec. The peak 
currents evoked by 1-, 10-, and 100-msec pulses superimpose, but the decay time constants 
are clearly different (deactivation time constant about 2.5 msec; desensitization time 
constant about 10 msec; Colquhoun et aI., 1992; Spruston et aI., 1995). In Fig. 3B, a 
dual-component current activated by a brief glutamate pulse is shown. Openings of single 
NMDA receptor channels constituting the slow component can be clearly resolved (Fig. 
3C). The open-tip response recorded at the end of the experiment is shown above each 
of the traces. Various types of measurements can be performed, including double-pulse 
experiments, prepulse experiments, dose-response curves, etc. (Colquhoun et aI., 1992; 
Spruston et aI., 1995). 
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Chapter 11 

Electrochemical Detection of Secretion from 
Single Cells 

ROBERT H. CHOW and LUDOLF VON RODEN 

1. Introduction 

Electrochemical methods based on the oxidation or reduction of specific transmitters enable 
exquisitely sensitive measurements of secretion from single cells. We start with a brief review 
of the history of their application to single cells. Then we focus on basic principles. The 
remainder of the chapter concerns how to make measurements and how to analyze the results. 

Although electrochemical methods have been in use for over 20 years to study in vivo 
changes of neurotransmitter concentrations in the brain (readers interested in the early history 
should refer to the book by Justice, 1987), they have been applied only recently to single 
cells (Leszczyszyn et al., 1990; Wightman et al., 1991; Tatham et al., 1991; Chow et al., 
1992; Jankowski et al., 1992; Alvarez de Toledo et al., 1993). In the case of the adrenal 
chromaffin cells, the electrochemical approach is more sensitive than capacitance measure
ments (see Chapter 7, this volume) for detecting individual secretory quanta (Wightman et 
al., 1991; Chow et al., 1992). Other advantages compared to the capacitance method are 
that (1) exocytosis can be monitored without interference from overlapping endocytosis (von 
Ruden and Neher, 1993), (2) the released product is directly monitored (not a model-dependent 
parameter such as electrical capacitance), (3) voltage-clamp control is not necessary, and, 
therefore, there are fewer restrictions on cell shape, and (4) the methods are "noninvasive" 
in the sense that the cell is not subject to the dialysis of cytosolic components that occurs 
with (whole-cell) patch-clamp measurements. 

Many secreted products are readily oxidizable. Among these, the most intensively 
studied are norepinephrine (see Fig. 1), epinephrine, dopamine, and serotonin. Derivatives 
of these species, as well as nitric oxide (Malinski and Taha. 1992; Iravani et al., 1993), 
ascorbic acid, and uric acid, are also oxidizable. Peptides and proteins containing the amino 
acids tyrosine, tryptophan, and cysteine can, at least in theory, be oxidized (e.g., enkephalin, 
Armstrong-James et al., 1981; somatostatin, Crespi, 1991), but the amount released is usually 
small, and diffusion of these compounds is slow, thus severely limiting their detection. In 
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Figure 1. Oxidation of norepinephrine (left) to its quinone product (right) leads to the loss of two protons 
and two electrons. 

the case of insulin, the oxidation of cysteine disulfide bonds can be accelerated with the 
help of a catalyst (Kennedy et al., 1993). Furthermore, some secreted products, although not 
readily oxidizable, can be chemically or enzymatically converted to compounds that are. 
Examples include glucose (Kawagoe et al., 1991b; Wang and Angnes, 1992), acetylcholine 
(Kawagoe et al., 1991b), and glutamate (pantano and Kuhr, 1993). It is not yet clear whether 
the rate of enzyme conversion in these cases is fast enough to enable detection of secretion 
from single cells. 

The first electrochemical electrodes used in neuroscience were made from carbon paste 
packed into fme (SO-J.LIIl to l.6-mm diameter) Teflon® tubes (Kissinger et al., 1973). These 
electrodes were used to monitor monoamine and ascorbic acid concentrations in brain tissue. 
Although several other materials have also been tried, carbon fibers have become the material 
of choice for making electroactive electrodes in neurophysiological studies, particularly for 
single-cell studies. The first description of fabricating carbon-fiber electrodes was reported 
in 1978 by Gonon et al. (1978), and this was soon followed by other publications (ponchon 
et aL, 1979; Armstrong-James and Millar, 1979). Since then there have been further improve
ments and modifications (Gonon et al., 1984; Kelly and Wightman, 1986; Kawagoe et 
al., 1993). 

Electrochemical measurements of secretion from single cells were first reported in 1990. 
Millar's laboratory showed that stimulation of chromaffm cells, which secrete catecholamines, 
resulted in prominent oxidation current signals that were clearly related to a rise in intraCellular 
calcium (Duchen et al., 1990). Soon afterward, Wightman's laboratory demonstrated simulta
neous recording of secretion by two carbon-fiber electrodes placed on opposite sides of a 
single chromaffin cell (Leszczyszyn et al., 1990). Stimulating the cell with acetylcholine led 
to a shower of spiking oxidative transients recorded at both electrodes. The transients recorded 
at one electrode were not synchronous with the signals at the other electrode, raising the 
tantalizing possibility that each electrode was monitoring highly local events and that each 
spike represented the release of catecholamines from a single vesicle. 

Subsequently, investigators have confirmed that carbon-fiber microelectrodes detect 
quantal secretory events, not only from chromaffin cells (Wightman et al., 1991; Chow et 
al., 1992) but also from mast cells (Duchen, 1993; Alvarez de Toledo et al., 1993), pancreatic 
p cells (Kennedy et al., 1993), cartoid body glomus cells (U~na et al., 1994), and pineal 
cells (Marin and Tabares, 1993). Figure 2 illustrates examples of the individual current spikes. 
They are often preceded by a slower pedestal, called the "foot" signal (Chow et al., 1992; 
Neher, 1993; Alvarez de Toledo et al., 1993). In chromaffin cells, the foot signal was attributed 
to the slow escape of catecholamine molecules through the early fusion pore (the aqueous 
canal that initiates the connection between the secretory vesicle interior and the cell exterior; 
Almers, 1990). 

Alvarez de Toledo's laboratory (1993) has confirmed that secretion does indeed occur 
through the early fusion pore, in beige mouse mast cells. These cells have vesicles large 
enough (mean diameters of 2.S J.LIIl) that the conductance of the fusion pore can be inferred 
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from capacitance measurements before it dilates irreversibly (Almers, 1990). Shortly after 
a secretory vesicle fuses to the plasma membrane, the conductance of the fusion pore 
sometimes ''flickers'' open and closed several times or hesitates before it explodes open 
(Fernandez et aL, 1984; Breckenridge and Almers, 1987). Only when such flickering or 
hesitation was noted in the capacitance record did Alvarez de Toledo and colleagues record 
an electrochemical foot signal. Thus, the foot signal occurs because the initially narrow 
fusion pore limits the rate of escape of transmitter (serotonin, which is cosecreted with 
histamine from mast cell granules). 

The smaller chromaffin cell vesicles have a shorter associated foot signal than the mast 
cell vesicles, yet the fraction of transmitter released during the foot phase compared to the 
remainder of the quanta! signal is larger. Extrapolating this observation to the tiny (about 
4O-nm diameter) synaptic vesicles, Alvarez de Toledo and colleagues (1993) suggest that 
much of a synaptic vesicle's contents (about 8%) could be released during the foot signal. 
If the transmitter is freely diffusible (which is not the case for mast cell and chromaffin cell 
granules), then over 50% would be released during transient fusion events. Almers et al. 
(1989) have performed related calculations in which they found that synaptic vesicles should 
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empty their (freely diffusible) transmitter through an undilated fusion pore (conductance of 
300 pS, similar to the mean initial conductance of fusion pores in mast cells) with a time 
constant of only 250 J.Lsec. Thus, completed fusion may not be necessary for synaptic 
transmission, allowing vesicle membrane to be recycled without ever undergoing full fusion 
(''kiss-and-run'' exocytosis; see Ceccarelli and Hurlbut, 1980; Torri-Tarelli et al .• 1985; 
Neher, 1993). 

Other details of the time course of release are surprising. Chow et aI. (1992) found that 
the spike phase, which presumably occurs after the fusion pore has dilated, is still much 
slower than expected for freely diffusing catecholamine released instantaneously from a point 
source. In order to fit the time course with a diffusion model (see Section 2.4, below, and 
the Appendix), it was necessary to use a diffusion constant 20 times slower than that of 
freely diffusing catecholamine or to assume that the distance from release site to detector 
was greater than estimated experimentally. Subsequently, Wightman's laboratory has shown 
that the time course of catecholamine release from chromaffin cells can be influenced by 
pH and external calcium concentration (Jankowski et al., 1993). Their findings lend support 
to the idea that catecholamine release requires dissolution of a storage matrix that binds 
catecholamine and that the rate of dissolution can be altered. Thus, the release of catecholamine 
is not instantaneous. At least two mechanisms contribute to the retardation of release: dilation 
of the fusion pore and dissolution of a storage matrix. Interestingly, in mast cell granules 
the rate of fusion pore dilation may be accelerated by expansion of the dissolving storage 
matrix (Monck et al., 1991). 

Combining the patch-clamp technique and electrochemical detection has provided addi
tional information. In excitable cells, voltage-clamp depolarizations can be used to activate 
voltage-dependent calcium cUlTCnts and thereby stimulate secretion. The duration of the 
stimulus is precisely controlled, allowing one to adjust the amount of calcium injected by 
each depolarization such that, on average, only one quantal event (or only a few events) is 
elicited per stimulus. Under these conditions, one can record the latency of individual quantal 
events (the time between the beginning of the stimulus and the beginning of an event) and 
evaluate the frequency of events. As is true for synapses, quantal secretion in chromaffin 
cells obeys Poisson statistics (Chow et al., 1992). In comparison with synapses, however, 
the events occur with a much longer latency-in many instances up to 100 msec after the 
depolarization has ended. 

The long secretory latency is surprising if secretory vesicles and calcium channels are 
colocalized. as they appear to be in neuromuscular junctions and squid giant synapses (Adler 
et al., 1991; Augustine et al., 1991; Simon and LIinas, 1985). With colocalization, the calcium 
concentration at the vesicle .fusion machinery should rise and collapse within at most a few 
tens of microseconds, and the concentration should reach as high as a hundreds of micromolar 
or even millimolar (Chad and Eckert, 1984; Fogelson and Zucker, 1985; Simon and Llinas, 
1985). The rate 'Of secretion, which is thought to have a.high-order dependence on calcium 
concentration (Dodge and Rahamimoff, 1967; Augustine and Charlton, 1986; Dudel, 1989; 
Zucker et al., 1991; Heinemann et aL, 1993), should therefore-also rise and fall nearly 
as rapidly. 

The latter observations thus raise the question of whether secretory granules and calcium 
channels might be less strictly colocalized in neuroendocrine cells than in synaptic active 
zones. In this context, it is interesting to note tliat in bovine chromaffin cells, EGTA at 
millimolar concentrations can block secretion (Neher and Marty, 1982), suggesting that the 
distance between calcium channels and vesicles is great enough that exogenous buffer can 
compete with the fusion apparatus for calcium. In contrast, EGTA concentrations up to 80 
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mM are not able to block secretion in squid giant synapse (Adler et al .• 1991), supporting 
strict colocalization there. 

On the other hand, there are data suggesting the existence of "hot spots" of exocytosis 
on the chromaffin cell surface, perhaps indicative of structural specializations. Using carbon
fiber electrodes with 2-J.Lm-diameter tips, Schroeder et al. (1993) have found highly localized 
hot spots where exocytosis occurs. Independent data, also from chromaffin cells (Monck et 
ai., 1994). point to "hot spots" of calcium entry-focal domains of submembrane calcium 
elevation-which suggests that calcium channels may be clustered. Finally, Artalejo et al. 
(1994) have presented data suggestive that the fusion machinery is colocalized with one of 
three types of calcium channel found in bovine chromaffin cells. It will be interesting to see 
how the diverse observations will be reconciled. 

2. Principles 

2.1. Electrochemical Detection 

Detection of oxidizable secreted products requires an appropriate detector. Electroche
mists call an electrode having the desired properties a ''polarizable electrode" (see the 
discussion in Chapter 7 of Crow, 1988). When such an electrode is immersed in physiological 
saline. electrical current is unable to flow readily across the solid-liquid interface. In the 
electrode the carriers of current are electrons, whereas in solution the carriers are ions 
dissolved in solution, for example, Na+, K+, CI-. Unless the electrode surface can undergo 
a rapid reaction with one of the dissolved species to "convert" electrons to ions and vice 
versa (as occurs in the case of silver/silver chloride electrodes immersed in chloride-containing 
saline solution), charge will not readily traverse the interface. Thus, when a voltage is applied 
to a polarizable electrode, excess charge accumulates at the surface facing the solution, 
rendering the surface electroactive. Of course, for electroneutrality the excess charge must 
be balanced by an equal charge of opposite sign on the solution side. Mobile counterions in 
solution are attracted electrostatically to the interface and align themselves there in a structured 
"double layer." Electroneutrality is achieved over a finite distance, with the electrical field 
falling away with a characteristic space constant, called the Debye length (about 9 A in 
physiological saline). At equilibrium, little or no net current flows. On the other hand. when 
oxidizable (or reducible) molecules diffuse to the surface of the electrode, electrons are 
transferred, leading to current flow. 

At any fixed voltage, a dynamic equilibrium is established between the electrode surface 
and the reduced and the oxidized forms of the reactive species in solution. The ratio of these 
species depends on the electromotive ''force'' or tendency of the electrode to transfer electrons. 
which could lead to favoring one species over the other. The redox potential is the potential, 
referred to a standard hydrogen electrode, at which half of the molecules are in the oxidized 
form and half in the reduced form at equilibrium. To favor conversion of all molecules to 
the oxidized form. one must apply a voltage that exceeds the redox potential. The speed of 
electron transfer depends on the amount by which the applied voltage exceeds the redox 
potential and also on the intrinsic "ease" with which the chemical gives up electrons. To 
accelerate an intrinsically slow transfer. one increases the applied voltage (an overpotential). 

Typical materials used for the electrodes include carbon. platinum, and gold. Carbon 
has ·become the choice of neurophysiologists because, compared to the metals. it has more 
stable electrochemical properties. Furthermore. carbon fibers are readily available with diarne-
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ters of 5 to 35 IJ.lD. (and meters long)-ideal for measurements with single cells. At such 
dimensions the fibers are highly rigid and easily threaded into small capillaries without the 
threat of irreparable kinking . 

. The surface chemistry of graphite carbon fibers is highly complex (McCreery, 1991; 
Kawagoe et aL, 1993). The bulk carbon consists of densely packed, concentric cylinders of 
aromatic carbon rings interlinked in "chicken-wire" configuration, a cut surface has many 
functional groups (phenolic hydroxyl, carbonyl, quinone, and carboxylic acid groups). Some 
or all of these functional moieties may be involved in electron transfer reactions. 

2.2. Quantitative Electrochemistry 

One useful feature of electrochemical measurements is that the number of molecules 
that have been oxidized or reduced can be quantified if only one electroactive species is 
involved and if the number of electrons transferred per molecule is known. The relationship 
between the total charge transferred and the number of molecules reacted is known as 
Faraday's law: 

Q = f [dt = zFM = z.eM 
NA 

(1) 

Here, Q represents the total charge involved in the redox reaction, which is obtained by 
integrating the current (I) transient; M represents the number of molecules reacted; z is the 
number of moles of electrons transferred per mole of compound reacted; F is Faraday's 
constant, 96,485 cou1Jmol; NA is Avogadro's number, 6.023 X 1()23; and e is the elementary 
charge, 1.6 X 10-19 coul. 

Of course, if mixtures of reactants are involved, the situation becomes complicated. 
Fortunately, for many cells there is only one reactive species released, or one reactive species 
predominates (an example is the chromaffin cell; Leszczyszyn et ai., 1991). 

The quantitative nature of electrochemical signals enabled estimates to be made of the 
nutnber of catecholamine molecules released from single chromaffm cell granules (Wightman 
et aL, 1991; Chow et al.J 1992). The mean value-approximately 3 million molecules-was 
in surprisingly close agreement with estimates obtained previously by combining electron 
micrographic counts of the number of vesicles per cell and biochemical measurements of 
the total catecholamine per cell (Phillips, 1982). 

2.3. Voltammetric Techniques 

In order to oxidize (or reduce) compounds in solutions. a voltage must be applied to 
the electrochemical detector. The measurement of the current response to an applied voltage 
is called ''voltammetry'' -to be contrasted with "potentiometry," the measurement of equilib
rium potentials at electrode interfaces for specified electrochemical conditions (for example, 
with pH electrodes). Voltammetry is analogous to voltage-clamp recording in electrophysi
ology. 

Depending upon the purpose, either a DC voltage or some periodic voltage waveform 
is chosen. We will discuss only two of the possible approaches, amperometry and fast 
cyclic voltammetry. 
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2.3.1. Amperometry 

In the simplest case, constant-voltage amperometry (not to be confused with chronoamp
erometry, another technique, which is beyond the scope of this chapter), one applies a DC 
voltage. Typically, the chosen voltage exceeds the redox potential of the compound of interest 
by at least 200 m V --an "overpotential" in order to speed the rate of oxidation. At sufficiently 
large potentials, the oxidation reaction becomes limited by the rate of mass transport to and 
from the electrode surface; that is, the time course of the signal is determined not by the 
rate of electron transfer (fast) but by the time course of diffusion of reactant in the vicinity 
of the electrode surface (slow). 

Of the different voltammetric techniques, amperometry gives the highest-time-resolution 
measurements of secretion. It was the approach used to obtain measurements of the foot 
signals in chromaffin and mast cells (Chow et al., 1992; Alvarez de Toledo et al .• 1993). 
On the other hand. amperometry gives little information about the molecule or molecules 
being oxidized. Information about the chemical species being studied can be obtained using 
fast cyclic voltammetry. 

2.3.2. Fast Cyclic Voltammetry 

In fast cyclic voltammetry, a periodic voltage pattern (triangle wave) is applied to the 
electrode, first in the absence of reactant for a "background trace" and then in the presence 
of reactant. The background trace, which represents the currents charging the double-layer 
capacitance (and oxidation or reduction of carbon surface moieties), is subtracted from the 
subsequent traces to reveal the currents that result from oxidation or reduction of the reactant, 
the so-called "Faradaic current." This current is plotted against the applied potential. 

Figure 3 illustrates the traces from a cyclic voltammogram, recorded on pressure-pipette 
application of norepinephrine (Fig. 3B-D) or serotonin (Fig. 3E-F) to a carbon fiber. The 
applied potential appears in Fig. 3A. The ramp rate for the segment from -700 mV to +900 
mV was 400 V/sec (the rates in the published literature have ranged from about 100 to 500 
V/sec; Stamford, 1990). The background current (solid line) and. superimposed. the current 
record in the presence of norepinephrine (dotted line) are illustrated in Fig. 3B; the difference 
trace (trace recorded in the presence ofnorepinepbrine minus the background trace) is shown 
in Fig. 3C, and the corresponding current-voltage trace, also called a voltammogram or 
cyclic voltammogram, appears in Fig. 3D. The corresponding traces for serotonin appear in 
Fig. 3E (difference trace) and 3F (voltammogram). 

Readers should be aware that according to standard electrochemical convention (which 
is not strictly followed in neuroscience applications of cyclic voltammetry), the axes in 
voltammograms are inverted compared with those in modem electrophysiology (but not 
compared to the classical works by, for example, Hodgkin and Huxley, 1952). More specffi
cally, the definition of a positive voltage is the same as in modem electrophysiology (when 
a positive potential is applied to a "working" electrode, positive ions in solution will flow 
from the electrode to the bath or reference electrode), but the left side of the horizontal axis 
in voltammograms is considered positive. On the other hand, current is defined as positive 
when cations move from the bath into the working electrode (exactly the opposite of the 
convention used in whole-cell recordings), and positive current (current measured when a 
reactant is reduced at the working electrode) is above the horizontal axis in voltammograms. 
To make matters somewhat more confusing, in amperometry, oxidation current (negative 
current flow according to electrochemical convention) is displayed as an upward deflection 
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Figure 3. Fast cyclic voltammograms of norepinephrine and serotonin. (A) Applied voltage wavefonn. The 
potential varies between -700 and +900 mY with respect to a AglAgCI reference electrode. The rate of 
voltage change in the ramps is 400 Vlsec. (B) Current measured in response to the voltage shown in A, in 
the presence (dotted curve) or absence (solid curve, "background" trace, recorded in Ringer solution) of 
norepinephrine (I mM norepinephrine was applied via a pressure-application pipette from a distance of about 
50 ~m). (C) Difference trace obtained by subtracting the solid trace in B from the dotted trace. (D) Plot of 
difference current (from C) versus the applied voltage (from A) to obtain a voltammogram. 0, oxidation 
peaks. R, reduction peaks. (E and F) The difference trace and the cyclic voltammogram, respectively, for 
serotonin. There are two reduction peaks for serotonin, compared to only one for norepinephrine. Further 
details in text. 

versus time. We have chosen to display the current-voltage diagrams (voltammogram) 
according to standard electrochemical convention. Readers who are confused by the conven
tion can tum the page upside down to examine Fig. 3D and F. This restores the conventions 
of electrophysiology. 

To better understand the shape of the current-voltage plot for norepinephrine (Fig. 3D), 
consider the thick solid segment of the difference trace in Fig. 3C. (The applied voltage 
corresponding to the current trace is shown in Fig. 3A also as a thick solid segment.) At the 
start of the segment, the voltage is 0 mY. As the potential sweeps in the positive direction, 
the electromotive force progressively favors oxidation, leading ultimately to oxidation of 
norepinephrine. The oxidation current grows larger as the applied voltage increases beyond 
the redox potential. until the rate of consumption of reactant at the electrode exceeds the 
rate of resupply by diffusion. Local depletion of the reactant extends progressively further 
away from the electrode surface, reducing the concentration gradient that drives the diffusion 
of reactant to the electrode surface. Thus. the current actually gets smaller. The voltage then 
ramps in the negative direction. If the speed of the ramp is fast enough that the oxidized 
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product has not diffused away by the time the voltage passes the threshold for reduction, 
one observes a reduction current. 

Since specific compounds have specific redox potentials and rates of electron transfer. 
cyclic voltammetry of compounds can lead to distinct "signature" voltammograms. The 
identifying characteristics are the location and number of the peaks (both oxidizing and 
reducing). The exact location of a given peak is a complicated function of parameters such 
as the nature of the reactant, sensor surface area and geometry. the speed of the ramp. and 
the state of the electrode surface as well as the type of reference electrode (Justice. 1987). 
The ability to distinguish between two compounds is illustrated by comparing Fig. 3D and 
Fig. 3F. which show the current-voltage traces obtained with norepinephrine and serotonin, 
respectively. Both compounds have a single oxidation peak (designated 0). Note, however. 
that the cyclic voltammogram for serotonin shows two reduction peaks (designated R), 
whereas that for norepinephrine shows only one reduction peak. On the other hand, a 
voltammogram for ascorbic acid (not shown) has no reduction peaks at all (see, for example, 
Stamford, 1990). 

Although cyclic voltammetry readily differentiates between certain agents, it is limited 
in its ability to distinguish among the various monoamine transmitters. For instance, some
catecholamines such as norepinephrine and dopamine are nearly indistinguishable by 
cyclic voltammetry. 

Although cyclic voltammetry was used in the first recordings from single cells (Duchen 
et al., 1990; Leszczyszyn et aL, 1990; Tatham et al., 1991), most subsequent studies have 
used amperometry. This is because, with identified cells in culture, the nature of the secreted 
transmitter is usually not as interesting as the timing and amount of secretion. For studies 
of the kinetics of secretion. amperometry is superior (see above). 

More details about the theory and practical details of fast cyclic voltammetry can be 
found in Justice (1987), Millar and Barnett (1988), and Stamford (1990). Numerous other types 
of periodic waveforms have been applied. each having its own advantages and disadvantages. 
Readers interested in learning more about such approaches should start with the introductory 
chapter in the book by Justice (1987). Two approaches that have appeared recently. which 
are not reviewed in this book, are fast differential ramp voltammetry (Millar and Williams. 
1990) and continuous-scan cyclic voltammetry (Millar et aI .• 1992). 

2.4. A Little Diffusion Theory 

In amperometry. one chooses (ideally) a command potential such that the rate of oxidation 
of individual molecules (secretory product) at the electrode surface is much faster than the 
rate of arrival of the molecules (i.e .• the diffusion-limited rate). Thus, amperometric current 
signals for single vesicles reflect the time course of transmitter release and diffusion from 
the release site to the detector. 

Diffusion-based signals get slower as the path over which molecules must diffuse 
increases. The slowing is not a linear function of distance: from the Einstein-Smolochowski 
equation for one-dimensional diffusion 

(2) 

(where ( xl) is the mean squared displacement, D is the diffusion constant, and'T is time), 
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we see that the time for a diffusing particle to travel some distance, X. goes with the square 
of x (see, for example, Atkins, 1990). 

Consider for a moment the idealized case of instantaneous (8 distribution) release of 
transmitter from an infinite ''release'' plane and diffusion to a parallel infinite "detector" 
plane. In this case, let us say that the release surface ''reflects'' molecules that strike it, 
whereas the detector surface consumes ("absorbs") molecules that hit it. These conditions 
resemble those for vesicle fusion near the center of the disk surface of the carbon-fiber 
electrode. The signals will have a time course given by the infmite series (see Appendix, 
and Chow et aI., 1992) 

(3) 

Here, J is the flux (molecules per second) into the detecting plane; M is the number of 
molecules released at the release plane at time t = 0; x is the distance separating the two 
planes; and D is the diffusion constant. This sum converges rapidly, and in practice, summing 
over i = -7 to i = 8 is sufficient for conditions designed to mimic our experimental 
conditions (but longer distances and times require more terms). The flux can be converted 
to current by multiplying by z. the number of charges per molecule, and e, the elementary 
charge. Figure 4 shows the predicted time course of signals for several separation distances. 
As expected, diffusional "smearing" has a steep dependence on distance. 

Further attributes of the signals can be seen by normalizing the time axis with the 
dimensionless variable 

t t 
T=--=-

(x212D) T 

where T is deflDed in equation 2. Rewriting equation 3, we obtain 
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Figure 4. Predicted time course of quantal sig
nals. Equation 3 in the text was used to simulate 
the flux of molecules at a detecting plane follow
ing instantaneous release of molecules from a 
parallel release plane. Three different separation 
distances were used: 0.5, I, 2 IJom. M = 3 million 
molecules. D = 6 x 10 -6 cm2/sec, close to the 
experimentally detennined value for catechola
mines freely diffusing in solution (Gerhardt and 
Adams, 1982). 
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The term in the first pair of brackets can be thought of as the magnitude of the event, and 
the term in the second pair of brackets is the normalized time course. By rewriting the 
equation in this form, we see that it should be possible, with appropriate scaling of the time 
course and the amplitude, to superimpose the entire time course of signals originating from 
sites at different distances from the detector (see, also, Schroeder et aI., 1992). Deviations from 
the idealized shape can be used as evidence that release of transmitter is not instantaneous. In 
addition, we can extract some simple rules of thumb regarding the signal shape. On the 
nondimensional time axis, the time to peak is about 0.33; the 50%-ro-9O% risetime is 0.089; 
the time for half of the molecules to strike the detector is 0.75; and the half-width of an 
event is about 0.85. The halfwidthlrisetime (50-90%) 'ratio should be constant, about 9.6. 
We can convert normalized time back to real time by multiplying by T. 

As discussed in Section I, release of transmitter is probably not instantaneous. What 
are the limits on our being able to recognize details of noninstantaneous release? For any 
given distance separating the cell and detector, there is a certain amount of diffusional 
smearing in the observed signal, and the degree of smearing determines whether or not we 
can discern details of the release time course. In a typical experiment, the electrode is 
positioned from about 0.5 to 5 /-Lm from the cell surface. What is the minimum duration of 
release that would be discerned as noninstantaneous if release occurred in a rectangular pulse 
(the more complicated foot-spike pattern of release is discussed below) A simple rule for 
the limits of detection at a given separation distance is that the release duration must be 
approximately equal to or exceed the predicted halfwidth for instantaneous release for the 
given distance. Figure 5 shows an example of signals at a detector located at 0.5 /-LID (part 
5A) and 5 /-LID (part 5B) for release of I-msec duration. The signal detected at 0.5 /-LID is 
recognizable as a diffusionally "flltered" rectangular pulse. The pulse duration of 1 msec 
exceeds the predicted half-width at this distance by a factor of about 5.7. The signal detected 
at 5 /-Lm, on the other hand, is barely distinguishable from one caused by instantaneous 
release (the two signals are superimposed in Fig. 5B). In this case, the release duration of 
1 msec is much less than the predicted half-width of 18 msec. Note that, as suggested by 
equation 4, signals resulting from instantaneous release originating from 0.5 and 5 /-LID have 
identical shapes after scaling for peak amplitude and time to peak. 

For the case of release with an initial "foot" and then a spike, the situation is more 
complicated. As the distance separating the release site and detector increases, the rising 
edge of foot. signal becomes progressively slower and eventually drops below the noise level, 
while the spike remains clearly discernible. To illustrate this, we performed simulations in 
which 10% of the total molecules were released at a flat rate over 2 msec and the remainder 
were released as an instantaneous packet, immediately following the "foot". The signal at 
the detector was obtained by convolving the release time course with the time course given 
by equation 3. Figure 5C shows the simulated oxidation "current" at the detector plane 
located at 0.5 /-Lm and 1 /-LID away from the release site. Both signals have the foot-spike 
pattern, and, in the absence of noise, it appears that the foot is about 2 msec long in both cases. 

An expanded view of the first 2.5 msec of the signals is sh()wn in figure 5D. Two other 
signals are appended, for release originating at 0.25 and 0.5 /-LID from the detector, as well 
as a "noise level" (10 pA, in this case). The time course of release is identical in all cases. 
The important message is that the foot signal progressively drops below the noise level, 
while the spike is still readily discernible. This would lead to underestimation of the foot 
durations. At 5 /-LID, the foot is not discernible at all (not shown). Oearly, if one plans to 
study foot signals, one must place the electrode tip as close to the cell as possible, and, in 
the analysis, it is useful to select events with the fastest rise times. 

In the actual experimental situation, the geometry is much more complex than that 



256 Robert H. Chow and Ludolf von RUden 

A 
12 

In ................. 
1. 

f • 
Co • 
i • 

2 

0 

0.. 0.1 1.1 1.5 1.0 

B 1Ime( ... ' 

110 

100 

f 10 

Co 10 

i CO 

10 

0 

0 10 1. 150 -U ... (. 

C 1000 

800 

! 600 • D. 
E 

l 400 Figure 5. Signals when release is not instanta-
neous. Ability to discern that release is not instan-

200 taneous depends on the distance separating the 
detecting surface and the release surface. In A 

0 and B, 3 million molec:UIes are released either 
0 2 4 6 8 instantaneously or in a rectangular pulse of 1-

time (ms) msec duration. In A. with a separation between 
detector and release planes of O.S JIom, the signals 

D 
from the different release time courses are readily 

120 distinguished. On the other hand, in B, for which 
the separation distance was S p.m, the signals from 

100 the two release patterns are nearly indistinguish-

I 80 able. In C and D, 3 million molec:UIes were 
D. released in a foot-spike pattern, with 10% of the 
E 60 molecules released in the first 2 msec at a flat 

l 40 
rate, followed by instantaneous release of the 
remaining molecules. C shows the simulated amp-

20 erometric signals reconted at 1.0 and 2.0 JIom. An 

0 
expanded view of the foot signals is shown in D. 
A threshold "noise" is appended (dashed line), as 

0.0 0.5 1.0 1.5 2.0 2.5 well as two other signals, corresponding to release 
time (ms) at 0.25 and O.S p.m. 



Electrochemical Detection of Secretion 257 

assumed in the diffusion model. The situation would be better described as a spherical cell 
with the disk end (the detector surface) of a cylinder placed near the cell and with the center 
of the cell and the cylinder axis being coaxial. Because it is not possible to place the carbon
fiber electrode tip next to the cell so as to have a uniform distance between the detecting 
surface and the cell surface (even if the electrode surface were planar, cell curvature and 
irregularities in the cell surface would still lead to variable separation distances), one expects 
that the signals will show considerable variations in shape, at the very least from the differing 
separation distances. From the geometric considerations, one also recognizes that the signals 
will become attenuated more rapidly than simple distance dictates, because, as separation 
distance increases, more molecules simply escape detection at the finite detector surface (and 
diffuse away into the effectively infinite sink of the surrounding medium; Schroeder et al., 
1992). However, when the electrode tip is placed less than 1 fJ.m of the cell surface, at closest 
approach, the diffusion model is a useful construct for thinking about the signals recorded 
amperometrically, especially the signals with a fast risetime (those that presumably arise 
nearest the detector). At such distances, foot signals become resolvable (Chow et al., 1992). 
On the other hand, for separation distances of 5 fJ.m or greater, Schroeder et al. (1992) have 
shown that signal shapes are indistinguishable from those predicted for instantaneous release. 

3. Setup 

Making electrochemical measurements from single cells requires many of the same compo
nents used for patch-clamp recording (see Chapter I, this volume), including a microscope 
with a stage mount for a recording chamber, adequate shielding from electrical interference, 
and vibration isolation. This is convenient, as we generally combine patch-clamp and electro
chemical measurements. The major additions are the carbon-fiber electrode, an appropriate 
amplifier with an initial high-gain headstage onto which to mount the electrode, and a data 
acquisition system. We will focus only on the equipment additional to the standard patch
clamp setup. Although many different combinations of equipment parts are possible, we 
focus on the equipment with which we have experience. This does not imply endorsement 
of any particular name brands. Alternative recommendations for the equipment can also be 
found in the electrochemical literature (see, for example, Kawagoe et al., 1993). 

3.1 Electrodes 

3.1.1. Design Criteria 

Several features are important for carbon-fiber electrodes that can be used for single
cell measurements. A single carbon-fiber strand must be held fmoly in the electrode with 
an electrically insulating material so that one end is exposed and can be placed near a cell 
while the other end is easily connected electrically to an amplifier system. A detecting surface 
of 10 to 100 fJ.m2 is desirable and is readily obtained by transecting the carbon fiber, to 
expose a flat disk surface. If insulation extends as far as the tip, it must not be so bulky as 
to hinder placing the disk end near the cell surface. 

Several alternative approaches have been developed meeting the design criteria. Most 
of these employ glass pipettes that are cannulated with a carbon-fiber strand and then pulled 
on standard electrode pullers (Gonon et al., 1984; Kawagoe et al., 1993; Millar, 1991). In 
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some constructions, glue is used to ensure a finn seal between the glass and the carbon fiber 
at the electrode tip (Gonon et al., 1984; Kawagoe et al .• 1993). The carbon fiber at the tip 
is cut to the desired length with fine scissors or a razor blade or it is etched either electrochemi
cally (e.g., Kawagoe et al., 1991 a) or with an electric spark (Millar, 1991). With electrochemi
cal etching, in combination with electrodeposition of insulating polymers, it has been possible 
to obtain micrometer or submicrometer tips starting with carbon fibers of greater diameter 
(Kawagoe et aI., 1991a). Some investigators bevel the carbon fiber tips to obtain a near
planar surface (Kawagoe et al., 1993). 

We have developed a method for making the carbon-fiber electrodes that involves 
polyethylene insulation. These electrodes are easily and quickly made, have very low electrical 
noise, and can be reused multiple times by recutting the tip. They can be beveled as well. 
Chemical treatments, however, may damage the polyethylene insulation. 

3.1.2 Electrode Fabrication 

3.1.1a. Materials. 

• Polyethylene tubing, 0.28 mm ID and 0.60 mm OD (Portex, England) 
• Carbon fibers (8-J.Lm diameter, Amoco Perfomance Products, Inc., Greenville, SC, 

or Courtald, Ltd., England) 
• Glass capillaries (Drummond microcaps, 50-J.Ll size, Drummond Scientific Co., 

Broomall, PA, U.S.A.) 
• Two pairs of fine forceps (watchmaker's size 3 to 5) 
• Soldering iron with fine tip and adjustable temperature control (Weller, model 

WMCPEC, The Cooper Group, Besigheim, Germany) 
• Dissecting microscope 
• Stand for mounting soldering iron 
• Methanol 
• Surgical scalpel blades 
• Epoxy glue 

3.1.2b. Procedure. Single carbon-fiber strands are selected and cut to lengths of about 
6 to 8 cm. The carbon fibers are very rigid and have high tensile strength; however, they 
are very brittle. Handling them is made easier by covering the tips of the forceps with soft 
plastic or rubber tubing such as that obtained by desheathing the insulation from electrical 
wires (Millar, 1991). 

Polyethylene (PE) tubing of 0.28 mm ID and 0.60 mm OD is cut into 3-cm-Iong 
segments. Each PE segment is dipped into methanol or ethanol and allowed to fill by capillary 
action. The solvent reduces static attraction between the plastic and the carbon fiber during 
the next (cannulation) step. Care must be taken to fill the tubing completely. With a dissecting 
microscope and bright illumination for visualization, the tip of a single carbon fiber is inserted 
into one end of a PE segment and pushed through, so that the carbon fiber extends out 
equally from each end. Then the solvent is removed by wicking it away by touching a piece 
of tissue paper carefully to the end of the tubing or by gently tapping the tubing with another 
pair of forceps. (Be careful not to break the carbon fiber!) 

The soldering iron is switched on, heated to 200° to 2500C, and mounted such that the 
soldering iron tip is visible at low power under the dissecting microscope. A PE tube 
previously cannulated with a carbon fiber is grasped firmly at each end with two pairs of 
forceps. Resting one's hands on the microscope stage helps stabilize them during the next 
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steps. The middle section of the tubing is held about I to 2 mm above the soldering iron 
tip (do not touch the tip) until it melts. As it melts, the plastic becomes transparent. The 
region directly above the heat narrows, and a bead-like expansion forms to each side. When 
the plastic has reached this stage, tension is applied with the forceps to stretch the plastic 
about I to 2 mm. It should narrow further to about O's-mm diameter. Then the plastic is 
moved quickly away from the heat and allowed to cool for about 30 sec. The electrode at 
this stage is illustrated in Fig. 6A. 

Next, the narrowed region of the plastic is again put near the hot soldering iron tip 
until it is molten, and then it is touched to the hot metal for less than a second. This results 
in the rapid melting away and vaporization of plastic at the point of contact. Plastic further 
away will retract and bead up. The carbon fiber will appear to be exposed at the point of 
contact (figure 6B), although it is actually coated with a submicrometer layer of plastic (as 
demonstrated in scanning EM photographs, von Rilden, 1993). Again, the plastic tubing is 
moved away and allowed to cool. The carbon fiber exposed in the center region is transsected 
with a scalpel blade. This results in two electrode tip assemblies, each with a carbon fiber 
extending out the back (Fig. 6C,D). 

Each tip assembly must be glued into a glass capillary (for mounting on a patch-clamp 
headstage). We use Drummond Microcap tubes, which are narrower than standard patch
pipette glass and therefore accommodate the PE tube more snugly. A single glass capillary 
is dipped into methanol or acetone and allowed to fill about 2 to 3 cm. The carbon fiber 
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Figure 6. Preparation of polyethylene-insulated carbon-fiber electrodes. (A) After the first stage of heating. 
The scale bar, 3 mm, applies to A and B. (B) After the second stage of heating. (C) Completed carbon-fiber 
electrode, with the tip assembly glued into a glass capillary. (0) Tip of an electrode at higher magnification. 
The arrow indicates approximately where an electrode would be cut prior to an experiment. Scale bar. 2 mm. 
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extending out the back of a tip assembly is carefully cannulated into the glass tube and 
inserted until the PE plastic has also entered. Be careful not to break the carbon fiber during 
this cannulation procedure. Most of the solvent is wicked away by tissue paper, and the 
remainder is allowed to evaporate over about 15 min. The plastic tip assembly is pulled 
outward until the plastic tubing just barely remains inside the glass capillary, and then two
component glue (such as 5-min epoxy) is applied to cement the junction. A completed 
electrode is shown in Fig. 6C, and a schematic of all components is shown in Fig. 7. The 
electrodes can be used within about 30 min. 

3.1.3. Preparing and Mounting the Electrode 

Immediately prior to an experiment, the tip of an electrode is cut again about 100 J1.m 
from the point where the plastic insulation visibly thickens (see arrow in Fig. 60). This can 
be performed under a dissecting microscope with a fine pair of iris scissors or with a scalpel 
blade. When using iris scissors. both the scissors and the electrode can be mounted on 
manipulators for optimal control. When a scalpel blade is used; fix the electrode to a glass 
slide with a piece of modeling clay so that the electrode is angled gently downward and the 
carbon-fiber tip is resting lightly on the table surface. Avoid bending the carbon-fiber tip. 
and avoid scraping off the insulation. For cutting. steady the scalpel blade against the edge 
of a glass microscope slide and "roll" the blade smoothly and continuously along its cutting 
edge over the carbon fiber. After the cut. inspect the cut end for irregularities. Most of the 
time. the end is nearly planar. but if not, recut the tip until it is more satisfactory. A new 
blade or nearly new blade should be used to ensure a clean cut. 

The electrode is back-filled with 3 M KO solution and mounted on a patch-clamp 
headstage in the same fashion as a conventional patch pipette. The silver wire should be 
advanced no further than about 1 mm of the junction between the PE tubing and the glass 
capillary in order to avoid breaking the carbon fiber. The silver wire should have been 
carefully chlorided to ensure low noise. As an alternative. for making electrical contact with 
the amplifier. use a hypodermic needle to inject liquid mercury. conducting silver paint or 
colloidal graphite (Bio-Rad, Cambridge, MA) into the glass capillary and push in a silver 
or copper wire. In the case of silver paint or collidal graphite, it is necessary to solder a pin 
to the back of the wire to establish electrical contact between the electrode and the patch
clamp headstage. 
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Figure 7. Schematic of a carbon-fiber electrode. 
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3.IA. Electrode Properties 

When 800 mV DC is applied to the carbon-fiber electrode immersed in Ringer solution 
with an AglAgCl pellet for a bath reference electrode, there is a slowly decaying current 
transient, lasting hundreds of seconds. Although the exact nature of the reactions occurring 
is unknown, presumably the current results first from the charging of the double-layer 
capacitance, and then from oxidation of the carbon surface exposed to Ringer solution. After 
about 5 min, the DC current is 10 pA or less (usually about 4 to 5 pAl, at which time we 
begin recordings. If there is no initial current transient or if there is a maintained DC current 
greater than 100 pA, there may be a bad electrical connection or the bath electrode may not 
be connected. Otherwise, the electrode may be bad, or it may require recutting. Typical 
current noise levels are about 400 to 1000 fA rms with an output filter (eight-pole bessel) 
cutoff' frequency of 3 kHz (using an EPC-7 at gain 100 mV/pA). 

As has been found for other carbon-fiber electrodes (Fox et al., 1980), the polyethylene
insulated electrode behaves essentially as a resistor in series with a resistor and capacitor 
that are in parallel. The series resistance is about 100-500 leO and originates at the junction 
between the carbon fiber and the KO solution (the resistance of the carbon fiber itself is 
negligible in comparison with that arising from the carbonlKCI junction, amounting to only 
about 3-4 kOIcm), and the capacitance ranges from about 3 pF to about 40 pF. The parallel 
resistance is in the tens to hundreds of gigohms range, depending on the transection of the tip. 

The DC limiting current in the presence of catecholamine should be proportional to the 
concentration of catecholamine and to the radius of the detecting surface (Dayton et al., 
1980). As noted previously by others using cut-end carbon-fiber electrodes, the DC limiting 
current is, in fact, usually greater by up to 80% than that predicted for a disk surface having 
diameter equal to that of the carbon fiber. This is probably because a higher surface area is 
exposed when the cut is irregular (Dayton et aI., 1980). 

3.2. Instrumentation 

3.2.1. Amplifier 

In the amperometric mode, the signals from single vesicles have peak amplitudes in 
the range of one picoampere up to several nanoamperes and have risetimes from tens of 
microseconds to tens of milliseconds (depending on the distance separating the release site 
from the electrode). Thus, the amplifier used for recordings must have significant gain and 
wide bandwidth (in the range of 3 to 5 kHz) to capture the events with reasonable fidelity. 
Patch-clamp amplifiers are well suited for the purpose and do not require modification for 
this application. For amperometric measurements, we have been using an EPC-7 or EPC-9 
amplifier at gain 5 to 50 mV/pA and with an output filter of 3 kHz. A DC voltage of 8 V, 
supplied by a DC power supply, is applied as an external stimulus. (The amplitude is scaled 
down by a factor of 10 by the patch-clamp amplifier.) 

Although high amplification is possible with amperometry, a lower gain is necessary 
(determined empirically) when fast periodic wave forms (such as in cyclic voltammetry) 
are used in order to avoid amplifier saturation. The electrode has significant double-layer 
capacitance, so voltage ramps and other signals with rapid dVldt lead to significant capacitive 
currents. In principle, it should be possible to neutralize part of the capacitive currents (but 
not all, as the capacitance behaves somewhat nonlinearly for extreme voltage steps) and thus 
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increase the gain. This procedure, although performed routinely in patch-clamp experiments, 
has not been employed in the electrochemical field, and we have not used it consistently. 

3.2.2. Grounding and Bath Electrodes 

The bath reference electrode is a thoroughly chlorided silver wire or a silver/silver 
chloride pellet. A pellet is preferable, as it ensures a more stable reference potential in the 
face of currents that would tend to deplete the bath electrode of silver chloride. An alternative 
reference electrode is a saturated calomel electrode (SCE) or sodium-saturated calomel 
electrode (SSCE). The bath electrode must be connected to the headstage by a low-resistance 
wire. If patch-clamp measurements are being made simultaneously with another amplifier, 
the two headstages must be connected together by the ground pin, and there should be only 
one bath electrode. 

3.2.3. Pulse Generator/Data Acquisition 

As indicated above, for amperometry the DC voltage command can be from a DC 
power supply. Alternatively, the voltage can be supplied by one of the many commercial 
pulse generators available. For fast cyclic voltammetry, one needs either a gated wavefunction 
generator or some other pulse generator system that can supply a triangle wave form. 'JYpical 
cyclic voltammograms use a sweep rate of 100 to 400 V/sec, and one cycle is completed in 
about 10 to 50 msec. The parameters of the waveform that we use were given in Fig. 3A. 
It is advisable to wait at least six cycle lengths, preferably ten, between successive cyclic 
voltammograms to replenish the transmitter that has been depleted at the electrode surface 
during the preceding scan (Kawagoe et al., 1993). We have been using an Instrutech ITC-
16 pulse/acquisition system, controlled by a MacIntosh Quadra 800 computer, running IGOR 
(Wavemetrics, Lake Oswego, OR) and the Pulse Control XOPS (J. Herrington and R. J. 
Bookman, University of Miami). 

Data acquisition can be performed most conveniently with an acquisition system com
bined with the pulse generator. With such a combination, one can acquire sweeps of data 
with precisely timed stimuli. However, it is also possible to acquire continuous data with a 
video cassette recorder (VCR) or a digital audio tape (OAT) recorder. In the case of continuous 
recording, it is necessary to record the electrochemical current and the applied voltage, or 
else a trigger mark to indicate timing of triggered waveform voltages, for off-line analysis. 

3.3. Recording Configuration 

In our experiments, we generally combine whole-cell patch clamp and amperometry. 
The headstages of the patch clamp and of the electrochemical detector are mounted on 
manipulators on opposite sides of the microscope stage, allowing the respective electrodes 
to be maneuvered on opposite sides of the cell. Figure 8 shows a view of the two electrodes 
positioned at a single bovine chromaffin cell. The patch electrode is generally filled with a 
solution to isolate and preserve calcium currents. Secretion is stimulated by applying step 
depolarizations to activate calcium channels. At the same time, the patch-clamp amplifier 
applies a sinusoidal wave, which is used to measure the cell membrane capacitance (Chapter 
7, this volume). The carbon-fiber electrode provides an independent measure of secretion. 
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Figure 8. Typical experimental configuration. Chromaffin cell with a patch pipette sealed to it in the whole
cell configuration and a carbon fiber electrode (black) approaching the cell from the upper left. Scale bar, 
10 11m. 

Because of the steep dependence of the signal amplitude on distance, it is advisable to locate 
the carbon-fiber tip 5 f1m or less from the cell surface. It is even possible to press the 
electrode tip gently against the cell membrane, without damaging the cell, and to make 
recordings from this location. In this case, however, the electrode tip tends to adhere to the 
cell membrane, and at the end of the measurements, it will be difficult to assure that the tip 
is clean enough to use in further measurements. Adherent materials will act as a diffusion 
barrier and consequently lead to reduced sensitivity. We have found that recutting the tip of 
the electrode permits further measurements. 

One can perform electrochemical measurements, of course, independently of patch
clamp measurements. In this case, stimulation of secretion can be done by local application 
of agonists or KCI (to depolarize the cell and activate calcium currents) by means of a 
delivery pipette located a few micrometers from the cell. Either pressure from a pneumatic 
system or iontophoretic current pulses can be used to deliver agents. Alternatively, one can 
exchange the entire bath for an agonist-containing solution. In all cases, the applied agent 
must itself be screened for electrochemical activity to avoid mistaking oxidation of the 
applied agent for secretion. In cyclic voltammetry, changes in bath level will induce capaci
tance changes, which will interfere with voltammograms. Nonuniform rates of bath flow can 
influence amperometric recording by convective removal of reactant from the electrode, 
which appears as a slow baseline drift. Therefore, it is advisable to maintain the bath level as 
constant as possible, with uniform flow rate, or to avoid solution exchange during recordings. 
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4. Experimental Considerations and Analysis 

4.1 Amperometry 

The following comments are based on our experience with bovine chromaffin cells. 
The applicability of specific approaches should be carefully reassessed for each new cell type. 

4.1.1. Rapid Screen for Secretion 

If the goal is to show simply whether or not secretion has occurred in response to a 
stimulus, one need only record the output of the amperometric headstage and, simultaneously, 
a signal that indicates the timing of the stimulus. Since amperometric monitoring, in contrast 
to capacitance measurements, does not require patching the cell, experiments can be performed 
relatively quickly, allowing one to screen rapidly the effects of different agents on secretion. 
Other noninvasive techniques such as fura-2 Ca2+ measurements can be combined at the 
same time (von RUden et aI., 1993). 

In comparing secretion under different conditions, certain precautions are necessary. 
Cell-to-cell variability in secretory responses is quite significant compared to the variability 
in one cell. Thus, in studying how a drug or experimental maneuver affects secretion, it is 
simpler to study how the response changes in the same cell in the "control" and ''test'' 
conditions. Keep in mind that, with repeated stimuli in the same cell, depletion of readily 
releasable vesicles can occur (von RUden and Neher, 1993), necessitating a recovery period 
between successive stimuli. 

The possible existence of "hot spots" of secretion (Schroeder et al., 1993) mandates 
that the electrode tip be maintained in the same position for a given cell in all the conditions 
tested. With the electrode maintained in the same position, secretory responses exhibit 
stationarity (uniform probability of release) for up to 10 min of repeated short depolarizations 
(stimuli designed to be nondepleting, as in Chow et aI., 1992), even in the whole-cell configu
ration. 

The magnitude of the secretory response can be determined in one of several ways. For 
low-intensity stimuli one can count the number of quantal events elicited per stimulus. This 
is possible only if there is no overlap of individual events or if overlap is not too extensive. 
If secretion is continuous at a low level, one can monitor the frequency of quanta by counting 
the number of events occurring in discrete time bins. When stimuli elicit large responses, it 
is possible to integrate the amperometric current response, which in such a case consists of 
a complex summation of ''near'' and ''far'' events. 

Integration of the amperometric current also makes possible direct comparison of amper
ometry and capacitance measurements (von RUden and Neher, 1993). Both, then, are cumula
tive records of secretion. But the time courses are generally not identical, reflecting distinctions 
between the two methods. Whereas capacitance measurement monitors the membrane surface 
area and its increment on vesicle membrane addition, amperometry is a measure of the actual 
release of transmitter. In chromaffin cells there is a delay of about 5 msec between single
vesicle fusion and transmitter release, as revealed by cross-correlation studies (Klingauf et 
al., 1994). Furthermore, the capacitance technique follows the sum of changes from both 
exo- and endocytosis, whereas amperometry detects exclusively exocytosis. Therefore, a 
comparison of the time courses can yield information on the rate of endocytosis. 
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4.1.2. Single Events 

Evaluating the features of the individual secretory events from chromaffin cells requires 
using stimuli at sufficiently low intensity that single events do not overlap significantly in 
time. Most parameters evaluated for individual events (peak amplitude, integral, half-width) 
are similar to those for synaptic potentials or currents. However, several features of the 
quantal signals in chromaffin cells make it inappropriate to use the standard programs for 
analyzing synaptic currents/potentials. First, the long and variable latencies imply that the 
quanta do not ordinarily summate. Thus, the conventional amplitude histogram analysis used 
for synapses cannot be applied. Furthermore, the presence of the foot signals complicates 
detecting the start of an event and makes the integration of the events more difficult. The 
span of the risetime should be chosen to avoid including the foot signals. We use the 35%
to-90% risetime or the 50%-to-90% risetime. 

For constructing latency histograms (Chow et aI., 1992), a multichannel acquisition 
system is desirable (although, if the stimuli can be reproducibly triggered at the same time 
in each amperometric sweep, one-channel acquisition is sufficient). One channel is dedicated 
to recording the stimulus intensity, duration, and timing, while another is used to record the 
amperometric current response. (Another channel can be used to record the calcium current, 
if one is using step depolarizations to elicit secretion.) As discussed above, the signal intensity 
should be titrated down to lev,els such that the individual events do not overlap. It is advisable 
to record a short amperometric "baseline" period prior to the stimulus in order to assess the 
baseline noise. The latency is measured on or off line as the time between the start of the 
stimulus and the time at which the amperometric current signal first exceeds the baseline 
noise by 2 standard deviations. 

In order to study foot signals one should analyze events with a fast risetime, because 
these events, presumably originating near the detector, will more faithfully indicate the time 
course of release. Use fast sampling, at least 4 kHz, in order to get enough points on the 
rising phase of the signals, and avoid excessive filtering (i.e., use a cutoff frequency above 
2 kHz). 

Foot signals are most confidently identified in amperometric events that occur when 
the probability of overlap of individual events is very low. For example, dialysis of chromaffin 
cells with solutions in which free calcium is buffered to levels of only a few micromolar 
leads to a slow rate of secretion (Augustine and Neher, 1992). On the other hand, during 
depolarizations, when calcium levels near the membrane are expected to be elevated, the 
probability of superimposed signals is very high and distinguishing "true" foot signals from 
overlap is very difficult. 

A useful criterion for excluding superposition of independent events is that the declining 
phase of a unitary event that is preceded by a "true" foot should be smooth (no inflections) 
and should return completely to the baseline. Examples of two cases where this criterion is 
fulfilled appear in Fig. 9A,B. Note the smooth decline to baseline of each event despite the 
prominent current plateau preceding the rapid upstroke. The probability that two independent 
events would end simultaneously in the observed manner is very low. 

Conceptually, one might expect that a vesicle could fuse reversibly, with flickering, and 
that the fusion pore could close again, leading to a "stand-alone" foot signal. In mast cells, 
amperometric signals corresponding to such reversible fusions have been confirmed with 
simultaneous capacitance measurements (Alvarez de Toledo et al., 1993). In chromaffin cells, 
the signal-to-noise ratio does not permit simultaneous measurements of amperometric events 
and single-vesicle capacitance steps (in whole-cell mode). However, one does rarely find 
amperometric signals that have a pattern that is expected of stand-alone foot signals. An 
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Figure 9. Amperometric events with unusual foot signals. (A) Two short "flickers" in the foot preceding an 
amperometric event. The decay of current after the event shows no inflections that would, if present, suggest 
overlap of two independent events. (8) An event with an extraordinarily long foot (more than 500-msec 
duration). Scale bars in 8 also apply to C. (C) After a more conventionally shaped event, multiple small 
current transients occur, possibly representing fusion pore flickering and incompleted fusion of a vesicle. 

example is shown in Fig 9C. Following the more conventionally shaped event in the beginning 
of this trace, there is a jagged signal consisting of multiple small peaks, each only a few 
picoamperes in amplitude. The risetime of these individual peaks is comparable to that of 
the preceding large event. The probability that each of the little peaks is a separate vesicle 
fusing is very low, as the probability that five vesicles would fuse so close together and have 
nearly identical size is extraordinarily low. 

What is a convenient definition of foot duration? Figure 10 shows an amperometric 
event with a line drawn through points in the rising phase located at 35% and 60% of the 
peak and another line through the baseline. The line through the baseline (dotted line) is 
fitted to the record in a section preceding the event, at a location where there is no evidence 
of a secretion signal. As indicated in the figure, the intersection of these two lines serves as 
a convenient mark for the end of the foot signal. The start of the foot signal is defined as 
the time at which the amperometric signal exceeds the baseline noise by 2 standard deviations 
(the threshold is indicated by the thin solid line above the baseline). 

Even for idealized instantaneous release, the fast upstroke of an event is preceded by 
a very small "native" foot signal. The duration of this slow phase, however, is always a 
fixed fraction of the risetime. In general, for a given risetime, we can calculate how long 
the foot duration would be for instantaneous release (assuming a typical signal-to-noise ratio): 

native foot duration = 0.33 X 50-90% risetime (5) 

Experimental foot signals lasting longer than predicted by equation 5 indicate that transmitter 
release has been retarded, for example, by leak through the initially narrow fusion pore. 



Electrochemical Detection of Secretion 

Figure 10. Detennination of the foot 
duration. High-resolution image of 
the foot signal. The lines used to 
define the end of the foot signal and 
the beginning of the foot signal are 
described in the text The inset shows 
the complete amperometric event 
with a line (solid) on the rising phase 
extrapolated back to the baseline 
(dotted). 
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Following these guidelines, the duration of foot signals is approximately exponentially distrib
uted (Chow et ai., 1992). 

4.2. Cyclic Voltammetry 

For cyclic voltammetry, one should ideally have a channel to record the periodic voltage 
and one to record the current response. Records of the "baseline" current, recorded prior to 
secretion, must be subtracted either on line or off line from subsequent records. Finally, the 
current must be plotted as a function of the applied potential. Because of the lower time 
resolution and sensitivity of fast cyclic voltammetry as compared to amperometry, we suggest 
using this method only if the chemical nature of the released compound is of special interest. 

The peak: amplitude of cyclic voltammograms is proportional to the concentration of 
reactant down to about 1 IJM for catecholamines and indoleamines (Ponchon et ai., 1979). 
This has been used as a means to estimate concentrations of specific transmitters in the brain. 
However, although the peak: amplitude of cyclic voltammograms is meaningful in the context 
of uniform bulk concentration, as in the case of brain tissue, it should be used with caution 
in studies of release from single cells. Calibration is performed with solutions of uniform 
bulk concentration. On the other hand. with single-vesicle release near the carbon fiber, 
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concentration is highly nonuniform in the gap between the cell surface and the detector. 
Thus, the calibration would not be applicable, and the result would be an underestimate of 
true concentration. 

S. Conclusions and Prospects 

We have briefly surveyed the application of electrochemistry to detecting secretion 
from single cells. The voltammetric methods of amperometry and cyclic voltammetry are 
exquisitely sensitive for measuring the release of readily oxidizable transmitters such as 
monoamines and indoleamines and their derivatives. Whereas amperometry offers high-time
resolution measurements of secretion, cyclic voltammetry offers a means (although limited) 
to distinguish among some classes of transmitters. 

Compared to capacitance measurements, voltammetry has the advantages of measuring 
signals related only to exocytosis. It is also less invasive than capacitance measurements 
with whole-cell patch clamp (although the perforated-patch approach makes less invasive 
capacitance measurements possible), and it does not require that the cell shape be amenable 
to good voltage clamp. On the other hand, the electrochemical approach does have the 
limitation that only a few transmitters are readily oxidizable. The electrodes detect transmitter 
in a highly localized domain (within about 5 /-lm of the tip). This can be an advantage for 
studying "hot spots" of secretion. However, if secretion is highly nonuniform over the cell 
surface, then it can be a disadvantage, as secretion monitored at any given location may not 
be representative of the secretion elsewhere in the same cell. 

A number of recent innovations extend the range of substances that can be detected or 
increase the selectivity of measurements. Unfortunately, most of these approaches lead to 
slower electrode kinetics. Immobilization of enzymes on the surface of the carbon fibers has 
enabled monitoring levels of glucose and acetylcholine (Kawagoe et ai., 1991b; Pantano et 
ai., 1991) and glutamate (Pantano and Kuhr, 1993). The response time is limited by many 
factors including the limited number of enzyme molecules that can be fixed to the surface, 
slow enzyme turnover, and the finite rate at which the substrate binds the enzyme and the 
product then diffuses to the carbon surface. Nevertheless, some of the electrodes that have 
been constructed have response times of hundreds of milliseconds. Ruthenium, a platinum
like catalyst, can be coated on carbon-fiber electrodes to accelerate electron transfer reactions. 
This has made possible detection of insulin release from single pancreatic ~ cells (Kennedy 
et ai., 1993). Porphyrin-coated electrodes have been used to detect NO (Malinski and Taha, 
1992), although Iravani et al., (1993) have shown that untreated carbon fibers can also detect 
NO. Electrochemical pretreatment of carbon-fiber electrodes enhances sensitivity to numerous 
agents, and, by shifting the redox potentials of certain compounds, it sometimes improves 
the separation of voltammetric signals of different compounds in complex mixtures of reactive 
species. Nafion is a negatively charged polymer that can be coated onto carbon to prevent 
negatively charged molecules (such as ascorbate and urate) from reaching the electrode 
surface. Thus, as demonstrated by Gerhardt et ai. (1984), the electrode becomes selective 
for neutral or positively charged molecules. This is a significant advantage for measurements 
in the complex milieu of brain extracellular fluid. 

Although we have focused on applications of electrochemical detection to secretion 
from single nonneuronal cells, clearly the methods can be applied to neurons that secrete 
oxidizable transmitters. Several papers have already been published on studies of secretion 
in brain slices (O'Connor and Kruk, 1991; Palij and Stamford, 1992) and in rat tail artery 
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sympathetic nerve terminals (Gonon et al., 1993). Neurons secrete at synapses, which are 
typically only 1-2 J.Lm in size. These delicate anatomic specializations do not lend themselves 
readily to being probed by carbon-fiber electrodes of conventional size (5-10 J.Lm). Thus, 
as for in vivo brain studies, electrochemical investigations of single or clustered synapses 
depend on overflow of transmitter from the synaptic cleft. Consequently, time resolution of 
these studies is on a time scale of seconds, as opposed to milliseconds. If a neuronal synapse 
is available, recording of postsynaptic signals may be more straightforward than attempting 
electrochemical measurements. 

The application of voltammetric techniques to studies of single-cell secretion has already 
yielded important insights into mechanisms of secretion. The promise is great for continued 
advances, particularly as voltammetry is combined with patch-clamp techniques. Although 
the first single-cell studies focused on chromaffin and mast cells, voltammetry will soon be 
applied to many more cell types, as evidenced by recent pUblications on pancreatic 13 cells 
(Kennedy et al., 1993) carotid body glomus cells (Urena, et al., 1994), and pineal cells 
(Marin and Tabares, 1993), particularly as progress in modifying electrode sensitivity and 
specificity is moving at a high pace. 

Appendix 

The goal of this appendix is to outline the derivation of equation 3 in the text (see also 
Chow et al., 1992). We use an approach that is analogous to the method of images, a standard 
approach in electrostatics (Feynman et al., 1964; Jackson, 1975). In voltammetric recording 
from single cells, a carbon-fiber electrode tip is placed near a cell. If the distance between 
the electrode tip and the cell surface is small compared to the radius of the electrode and of 
the cell, and if we consider for the moment release and detection only in the central region 
of the detector, we can approximate the geometry of the release and detecting surfaces as 
two parallel infinite planes. In amperometry, the voltage of the carbon fiber is set sufficiently 
large that transmitter is oxidized as fast as it diffuses to the electrode surface. That is, the 
concentration of transmitter at the electrode surface is zero at all times. In the discussion to 
follow, we call such a surface "absorbing." It is to be contrasted with a "reflecting" surface, 
such as the cell surface, which is impermeant and nonsticky for molecules that strike it. 

For this derivation, we assume that particles (transmitter) are released instantaneously 
(8 distribution) at the release plane and that they diffuse freely to the absorbing plane, where 
they are oxidized. This is a one-dimensional diffusion problem, since we consider only the 
component of the movement perpendicular to the release plane. The solution of the diffusion 
equation for instantaneous release in one dimension is (Crank, 1975) 

(6) 

C represents the concentration at defined time, t, and distance, x, from the plane of release 
(at x = 0). M is the number of molecules released, and D is the diffusion constant. 

If there is an impermeable barrier at x = 0 such that the particles can diffuse only in 
the direction of positive x, the concentration distribution is given by doubling the result of 
equation 6 

(7) 
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This is possible because equation 6 is symmetrical about x = 0, and the boundary conditions 
of a reflecting (impermeable) surface 

iJC/iJx = 0, x=O (8) 

are fulfilled. 
Let us suppose that the detecting (absorbing) plane is located at x = d. The boundary 

condition for an absorbing plane is 

C=o, x=d (9) 

How can we construct a mathematical expression such that the concentration at x = d is 
maintained at zero at all times? Imagine that at the same instant that particles are released 
at x = 0, an identical number of "antiparticles" are released at x = 2d. i.e., on the opposite 
side and equidistant from the absorbing plane, relative to the "normal" particles. These 
antiparticles have the same diffusion constant as their normal counterparts and therefore 
diffuse with identical mean speed; however, if a particle and an antiparticle collide, they 
"annihilate" one another. We can write a mathematical statement that will give the same 
result by assigning a ''negative'' concentration to particles released at x = 2d: 

(10) 

In Fig. llA we see that the concentration profiles initially start out as concentration 
spikes about the "planes" of release, one with "positive" concentration and one with "negative" 
concentration. Successive snapshots of the concentration profiles (increasing numbers indicate 
progressively later times, and a number and its prime represent identical time for positive and 
negative concentrations, respectively) reveal the expected diffusional broadening. However, at 
the point halfway between the two release sites, where the diffusion of particles and antiparti
cles overlaps and annihilation occurs, the net concentration always remains zero (thick line 
in Fig. lIB). Thus, we have found a way to meet the absorbing ''plane'' boundary conditions 
(equations 9). 

Unfortunately, although the present expression fulfills the conditions for an absorbing 
plane at x = d, the boundary conditions of reflection at x = 0 (equations 8) will be violated 
at late times. This can be seen in Fig. lIB. As the wave of antiparticles (thin line, designated 
4') sweep in the negative direction across the plane at x = 0, they annihilate the normal 
particles (thin line, designated 4), leading to a nonzero concentration gradient at x = O. 

We can again meet boundary conditions of reflection at x = 0 by releasing antiparticles 
at x = - 2d. These antiparticles are released at the same time as the particles at x = O. The 
symmetry of antiparticle release (equidistant, on either side of x = 0) about the plane x = 
o ensures that the concentration gradient at x = 0 remains zero. But, at late times, this would 
lead to nonzero concentration at x = d (violation of equations 9). To ensure that the boundary 
conditions for the absorption plane at x = d are fulfilled, we add another virtual plane at x 
= 4d but this time release normal particles. The antisymmetry about x = d ensures zero 
concentration at all times but disturbs the boundary conditions for reflection at x = O. 
Ultimately, to satisfy the boundary condition of reflection and absorption at the required 
planes, the expression must be written as an infinite sum of terms of positive and negative 
concentration (an alternating series), each representing release of particles or antiparticles at 
locations x = n2d, where n is an integer. 
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Figure 11. Diffusional broadening of concentration profiles. (A) Diffusional broadening of particles released 
from plane S, and antiparticles released at the same time from the plane located at 211, at four successive 
times (numbered chronologically 1-4 and 1'-4', respectively). The particles and antiparticles collide and 
annihilate one another in plane A, resulting in zero concentration. Displayed is the sum of their concentrations 
at each time. (B) Enlmged view of the net concentration profile of particles at time 4 (fat line) and, in 
addition, the concentration profiles of particles and antiparticles (thin lines). The slope of concentration at 
plane S of the net concentration profile deviates from zero, thus disturbing the boundary conditions for the 
reflection plane at S. See Appendix for details. 

The flux of particles at the absorbing plane is detennined by Fick's law: 

... iJCI J =-D-
• iJx 

~=d 

(11) 
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Thus, computation of the final flux requires summing the derivatives with respect to x of 
each concentration tenn in the infinite sum and multiplying the sum by - D. The final fonn 
of the solution is given by equation 3. The absolute value of the tenns decreases steadily to 
zero; thus, this equation satisfies a basic test of convergence for alternating series (see, for 
example, Boas, 1983). 
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Chapter 12 

Technical Approaches to Studying Specific 
Properties of Ion Channels in Plants 

RAINER HEDRICH 

1. Introduction: Why Do Plants Need Ion Channels? 

Plants have no bones and muscles; consequently, they do not possess, sodium and ACh
receptor channels. They are, however, equipped with unique voltage- and ligand-activated 
K+ channels, anion channels, and nonselective channel types that constitute the basis for a 
wide spectrum of plant-specific functions essential to circumventing the inability to move 
(for review see Hedrich and Schroeder, 1989; Hedrich et ai., 1994; Schroeder et ai., 1994). 
These functions can be grouped into three categories with respect to the duration of a 
physiological response such as signaling, volume and turgor regulation, as well as growth, 
development, and reproduction. Biophysical and biochemical processes in the second to 
minute range such as leaf and stomatal movements represent the fastest responses to environ
mental signals that have been recognized in plants (Hill and Findlay, 1981; Schroeder and 
Hedrich, 1989; Assmann, 1993; Jones, 1994). They are, however, still slow compared to 
their animal counterparts. 

1.1. Solute Transport 

1.1.1. Signaling 

Fast, transient ion fluxes or excitability seem to be restricted to some species or special
ized cell types. Transient potential changes result from mechanical, electrical, or chemical 
stimulation or alterations in temperature or light (Buff, 1854; Burdon Sanderson, 1873; 
Blinks, 1937a,b; Curtis and Cole, 1937; LOttge and Pallagky, 1969). Stimulus-dependent 
action potentials (APs), both single, often propagating, and repetitive potential changes, have 
been found (Thiel et ai., 1992). 

In this category voltage- and time-dependent channels are elementary for transient 
changes in the membrane potential. Primary targets in plant signal transduction involve 
receptor(s)-ion channels and ion pumps located in the plasma membrane (Schroeder et ai., 
1984, 1987; for review, see Hedrich et ai., 1994). From the voltage-dependent activation 
and inactivation cycles identified for a guard cell anion channel (GCAC1), excitability was 

RAINER HEDRICH • Institute for Biophysics, University of Hannover, 0-30419 Hannover, Germany. 
Single-Channel Recording, Second Edition, edited by Bert Sakmann and Erwin Neher. Plenum Press, New 
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Figure 1. Voltage-dependent, inward-rectifying K+ channels in guard cell protoplasts (in vivo) and in different 
heterologous expression systems (in vitro). (A) K+ channels in Solanum tuberosum guard cells in vivo. Inward 
rectifying K+ currents elicited by 3-sec voltage pulses to hyperpolarized potentials. (B) Guard cell K+ channels 
in vitro. Functional expression of KSTl, a guard cell inward rectifying K+ channel, in Xenopus oocytes. (C) 
Current-voltage relationship of the steady-state current of KSTl in vivo and in vitro. (D) Single voltage
dependent 5-pS K+ channels (a) in oocyte plasma membrane patches underlie the macroscopic hyperpolariza
tion-activated inward currents (b) following KATl cRNA injection (cf. B). (E) Functional expression of 
KATl in Sf9 cells. Inward K+ currents were elicited by 81O-msec pulses to hyperpolarized potentials. In 
noninfected/transformed cells, 750-msec voltage pulses activated background currents only (I. Marten, F. 
Gaymard, J. B. Thibaud, H. Sentenac, and R. Hedrich, unpublished data). (F) Functional expression of KATl 
in spheroplasts of the yeast trklltrk2 double mutant (VEC) Inward K+ currents were elicited by a I-sec 
voltage pulse from -60 mV to -200 mV in 20-mV increments (A. BertI, unpublished data). 

predicted for this cell type before APs were recorded (Hedrich et al., 1990; Thiel et al., 
1992; Gradmann et al., 1993). 

In contrast to the biology of animal cells, the sodium ion does not play a vital role in 
land plants. * Furthermore, inactivating K+ or Ca2+ channels have not yet been discovered 
(Schroeder et al., 1987; Cosgrove and Hedrich, 1991). Thus, Ca2+ - and voltage-dependent, 

*For stress imposed through the increase in sodium salt concentration, see literature on "salt stress," e.g., 
Maathius and Prins. (1990 Pantoja et al., Schachtman et al., 1991) and references therein. 
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Figure 1. Continued. 

inactivating anion channels may represent the major depolarizing activity in higher plants 
and giant algae (Beilby, 1989; Kolb et aI., 1995). In addition to the inactivation of the anion 
channel, outward-rectifying K+ channels may also contribute to the shape of the repolarization 
phase (Schroeder, 1989; Stoeckel and Takeda, 1989a; van Duijn et aI., 1993). This garantees 
charge movement either without or accompanied by only minor salt fluxes. 

1.1.2. Volume and Turgor Regulation 

Auid regulation is based on short-term ion fluxes. Although excitability is still an 
exception restricted to specialized cell types, short-term ion fluxes accompanying diurnal 
cycles in cell volume and turgor, storage and release of metabolites, or changes in pH 
represent a general feature of plant cells. 

1.1.2a. K+ Uptake Channels. Volume and turgor increase is mediated through the 
accumulation of K+ salts, which in tum drive water uptake. K+ influx at the level of the plasma 
membrane is catalyzed by voltage-dependent (inward-rectifying) K+ channels (Sentenac et 
at., 1992; Anderson et at., 1992; for review, see Schroeder et aI., 1994). In some cell types 
(e.g., of the root) additional high-affinity uptake systems are postulated (Maathius and Sanders, 
1993; Kochian and Lucas, 1993; Gassmann et aI., 1993). The isolation of two genes, KATI 
and AKTI, encoding K+ channel function was possible because of their ability to restore K+ 
uptake in K+ -transport-deficient yeast mutants (Sentenac et at., 1992; Anderson et at., 1992). 
Both clones, which share a high degree of homology with shaker-type K+ channels from 
animals, were isolated from a cDNA library of Arabidopsis thaliana seedlings. When KATI 
and AKTI were expressed in Xenopus oocytes, Sf9 cells, and yeast, two-electrode voltage
clamp and/or patch-clamp studies revealed voltage-dependent inward rectifying K+ channels 
(Fig. 1; Schachtman et at., 1992; I. Marten, personal communication; BertI et at., 1994; 
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Hedrich et aI., 1994). Voltage dependence, kinetics, selectivity, and block of the Arabidopsis 
channels and the recently identified homologous clones from guard cells of Solanum tubero
sum resembled those of K+ channels in vivo (Hedrich et at., 1994; MUller-Rober et at., 1995). 
All these K+ channels have in common that cytoplasmic Mg2+ is not required for inward 
rectification but contain an intrinsic voltage sensor like the outward-rectifying shaker-type 
channels (Hedrich et at., 1994). On the other hand, they share the current direction and 
susceptibility to voltage-dependent block by Cs+ and Ba2+ with their animal counterparts 
(Ho et aI., 1993; Kubo et aI., 1993; Hedrich et at., 1994). In contrast to the animal inward 
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rectifier, activation is slow (t1/2 = 100-200 msec; see Fig. 1), and the threshold potential 
(around -100 mY) is almost insensitive to changes in the extracellular K+ concentration but 
sensitive to the external pH (Schroeder and Fang, 1991; Blatt, 1992; Hedrich et ai., 1994). 

Exchanging of domains between the plant inward rectifier and shaker-type channels as 
well as labeling with epitope-specific antibodies may help to understand the current paradox 
of K+ channels with shaker-like structure but inward rectification. 

1.1.2b. The H+-ATPase Creates the Driving Force. Because of the activity of the 
plasma membrane H+-ATPase, the membrane potential is sufficiently negative (-100 to 
-250 mY; Blatt, 1991; Lohse and Hedrich, 1992) to drive channel-mediated K+ uptake. In 
the presence of MgATP, this electroenzyme provides a constitutive activity for the establish
ment and maintenance of an electrical and pH gradient (Lohse and Hedrich, 1992; cf. Assmann 
et ai., 1985; Serrano et ai., 1988). On stimulation by blue light, red light, the fungal toxin 
fusicoccin, or the growth hormone auxin, proton currents through the pump are increased. 
The H+ pump represents a hyperpolarizing membrane conductance and is itself voltage 
dependent. Increasing the membrane potential positive to the reversal potential of the pump 
results in a steady rise in proton current, which reaches a plateau around -100m V (Lohse 
and Hedrich, 1992). Therefore, the H+-ATPase creates the driving force for voltage-dependent 
and H+-coupled uptake of nutrients (see Sauer and Tanner, 1993 Schroeder et ai., 1994, for 
review) and provides a major repolarizing conductance of the plasma membrane within an 
action potential (Gradmann et ai., 1993). 

t.t.2e. K+ and Anion Release. Signal transduction in response to light, phytohor
mones, and pathogens often involves solute fluxes and volume changes. During volume and 
turgor decrease, salt efflux through voltage-dependent K+ and anion channels is induced by 
membrane depolarization (Keller et ai., 1989; Schroeder and Hagiwara, 1990b). Depolariza
tion results from activation of Ca2+ -permeable channels on one hand (Cosgrove and Hedrich, 
1991; Lohse and Hedrich, 1992; Thuleau et ai., 1994) and hormone- or COimalate-induced 
activation of anion channels on the other (Marten et ai., 1991; Hedrich and Marten, 1993; 
Hedrich et ai., 1994). Voltage-dependent anion channels in, e.g., guard cells called GCACI 
are closed at hyperpolarized potentials but activate positive to -100 m V with a half-activation 
potential Vln of about - 50 m V (Fig. 2; slope factor 20 m V; gating charge 2; Kolb et ai., 
1995). In the presence of growth hormones or COimalate, however, the voltage dependence 
of GCACI is shifted toward the resting potential of the cell (Fig. 2B; see also Marten et ai., 
1991; Hedrich and Marten, 1993). In other cell types various different anion channels might 
catalyze anion efflux during prolonged stimulation (see Hedrich, 1994, for review). 

Outward rectifying K+ channels, in contrast to the inward rectifier, sense the extracellular 
K+ concentration (Blatt, 1992; BertI et ai., 1994). During a rise in K+ concentration the 
threshold potential shifts positive (Vln = 7 mY, Z = 2 in 11 mM K+; Schroeder, 1989). Thus, 
strong depolarizations will cause net salt release. 

t.1.3. Long-Term Salt Uptake 

Long-term salt uptake is essential for turgor formation and maintenance and thus creates 
the driving force for growth, development, and reproduction. Furthermore, turgor and volume 
regulation are prerequisites for salinity adaptation and control of the water status. 

Similar to short-term (reversible) salt transport, long-term transport requires noninacti
vating K+ transporters, a property already described for inward-rectifying K+ channels, and 
K+/W symporters (Schroeder et ai., 1987; Schroeder et ai., 1994). K+ uptake is accompanied 
by anion influx in cotransport with protons. Although the Cl- uptake system, is not yet 
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Figure 2. Whole-cell and single-channel anion currents mediated by Vica faba GCAC 1, the guard cell anion 
channell, during voltage ramps (A and E) and steps (8-0) toward depolarized potentials. (Reproduced 
from Hedrich et al., 1990.) (8) Activation kinetics. (C) Deactivation kinetics. (D) Inactivation kinetics. (E) 
Shift in the voltage sensor of GCAC I through CO/malate action (b, a = malate-free) on the plasma membrane 
of guard cells of Viciafaba. (Reproduced from Hedrich and Marten, 1993.) 
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understood at the electrical or molecular level, one would expect similarities with a recently 
identified six-transmembrane-domain N03 - transporter (Tsay et ai., 1993). During cell growth, 
K+ uptake, anion uptake, and/or organic acid synthesis and water influx allow volume increase 
and turgor formation, whereas tension-sensitive channels (see below) might fine-tune the 
location of the steady state (Falke et ai., 1988; Cosgrove and Hedrich, 1991; Maurel et ai., 
1993; Kammerloher et al., 1994; Kaldenhof et al., 1993). 

1.1.4. Vacuolar Ion Transport 

Because of the lack of hydrostatic pressure and osmotic gradient across the lysosomal
vacuolar membrane (Wendler and Zimmermann, 1985a,b), prolonged salt fluxes through the 
plasma membrane require coordination of ion transport processes across both diffusion 
barriers. Functionally analogous to the plasma membrane H+ pump, the vacuolar enzyme 
and the PP;-driven H+ pump generate an electrical and pH gradient across the endomembrane. * 
In contrast to the small-sized vacuoles in animal cells, the central vacuole of plants can be 
accessed directly by the patch clamp technique (Hedrich et ai., 1986a; Hedrich and Becker, 
1994). The major conductance in this membrane results from a Ca2+ -dependent slowly 
activating outward rectifier (called SV-type channel for slow vacuolar; Hedrich and Neher, 
1987). Depending on the plant species, cell type, and developmental state, the single-channel 
conductance varies from 60-80 pS in Beta vulgaris taproot vacuoles to 280-300 pS in Vicia 
faba guard cell vacuoles (Hedrich et al., 1988; Schultz-Lessdorf and Hedrich, 1994). Likewise, 
differences in the relative permeability were described, ranging from SV-type channels highly 
selective for K+ in Acer pseudoplatus (Colombo et ai., 1988) to homologous channels in 
Viciafaba guard cells which are almost equally permeable for K+ and CI- (Schulz-Lessdorf 
and Hedrich, 1994). Whereas SV-type channels are activated by a rise in the cytoplasmic 
Ca2+ concentration, a fast-activating weakly cation-selective channel (called FV-type for fast 
vacuolar) is already active at resting Ca2+ levels. 

In coexistence with Ca2+ -sensitive SV- and FV-type channels, hyperpolarization-acti
vated Ca2+ channels have been found (Johannes et ai., 1992; Allen and Sanders, 1994). 
During salt transport plasma and vacuolar membrane Ca2+ conductances may control cyto
plasmic Ca2+ concentration and thus the magnitude and direction of ion and water fluxes 
across both membranes. 

1.2. Nonchannel Solute Transporters 

Besides fluxes of the macronutrients K+, Cl-, and Ca2+, which have been shown to be 
channel-mediated, plants require transmembrane and long-distance transport mechanisms for 
sources of reduced carbon (sugars), nitrogen, sulfur, phosphorus, and the various micronutri
ents (Marschner, 1986; Clarkson, 1989). 

Recently, a number of carriers specific for sugars (Sauer and Tanner, 1993; Riesmeier 
et ai., 1992), amino acids (Frommer et ai., 1994), POJphosphoglycerate (Fliigge et ai., 
1989), N03- (Tsay et ai., 1993), and NH/ (Ninnemann et ai., 1994), have been cloned and 
functionally expressed in heterologous systems such as yeast mutants or Xenopus oocytes 

*PIease note, that since 1992, the polarity convention for this membrane has been inverted; it is now given 
relative to the extracytoplasmic space (BertI et al.. 1992). 
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or reconstituted into liposomes (Sauer and Tanner, 1993; Schwarz et aI., 1994). Voltage
dependent currents carried by protons in cotransport with hexoses have been analyzed (Boorer 
et aI., 1992; Aoshima et ai., 1993). Because these cotransporters are only weakly electrogenic, 
in vivo studies on the electrical properties are, however, restricted to cells containing high 
transporter densities or to transgenic plants (G. Lohse, N. Sauer, and R. Hedrich, unpub
lished data). 

1.3. Water Channels: Transporting the Solvent 

Under certain circumstances such as situations that require large and rapid volume 
changes, the membrane permeability to water can be limiting. Recently, members of a gene 
family that encodes channels permeable to water only have been isolated from animal and 
plant cells (Preston et at., 1992; Maurel et aI., 1993; Kammerloher et at., 1994; R. Kaldenhof 
personal communication). In plants, gene products with defined localization in the vacuolar 
or plasma membrane were identified. Initially this channel type has been isolated from red 
blood cells, with which the plant channels share homologies. The physiological role of water 
transport was concluded from the amplitude of osmotic swelling of Xenopus oocytes following 
expression of the aquaporin (cf. Zhang and Verkman, 1990). 

Blue light and other signals that induce stomatal opening have been shown to increase 
the transcriptional activity for a member of the water channel family in Arabidopsis guard 
cells. The cellular localization, expression level, and gene product were identified through 
promotor analysis, antisense in situ hybridization, and immunogold labeling (Kaldenhoff et 
at., 1994). 

2. Experimental Procedures 

Plant-specific tasks require ion channels and ion pumps with plant-specific abundance 
or features in the various membrane systems. I will thus concentrate on how to access ion 
channels and pumps in different plant membranes, both in cell and organelle preparations 
and in the individual patch-clamp conditions. 

The hard- and software requirements for a plant patch-clamp setup are practically 
identical to those described for studies on animal cells. One difference is the more negative 
command voltage generally required for voltage activation of plant ion channels, since the 
resting potential of the majority of plant cells and the activation threshold of, e.g., inward 
K+ channels are negative to -100 mV (Hedrich and Becker, 1994). Furthermore, the kinetics 
of the majority of voltage-dependent plant channels are at least a magnitude slower than 
those of excitable cells in animals. 

In recent years the patch-clamp technique has been extended from excitable to nonexcit
able cells as well as to nonanimal systems including higher plants, lower plants, algae, fungi, 
and bacteria. Development of appropriate procedures and patch-clamp conditions turned out 
not to be straightforward. Thus, attempts to patch-clamp the membrane surface of protoplasts 
may initially fail (Fairley and Walker, 1989; Fairley et at., 1991), since skills on accessing 
the membrane in question and high-resistance seal formation have neither been developed 
nor adapted from related systems. In addition cytoplasmic and osmotic requirements for 
keeping an individual cell or channel alive must be defined. 

To facilitate the start into the field of plant-specific solute transport, different strategies 
to patch-clamp the plasma membranes and intracellular organelles are outlined in this chapter. 
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2.1. The Plasma Membrane 

2.1.1. Isolation of Protoplasts: Cell-Wall-Free Organisms 

Irrespective of the method used to isolate protoplasts, cell-specific physiological proper
ties such as photosynthesisllight sensitivity (mesophyll cells), hormone sensitivity, secretion 
(aleuron cells), cytoplasmic streaming, and volume regulation should be monitored to prove 
viability and physiological competence (Zeiger and Hepler, 1977; Schnabl, 1981; Bush et 
al., 1988; Spalding et aI., 1992). 

Because protoplasts are osmotically very active and burst rather easily, the correct choice 
and concentration of the plasmolyticum are important factors throughout protoplast isolation. 
However, obtaining nice-looking protoplasts in osmotically balanced media, does not guaran
tee gigaseal formation and functional integrity. Often media of low osmotic pressure, just 
sufficient to prevent disintegration of swollen protoplasts, are better suited. 

2.1.1a. Naturally Occurring Protoplasts. Natural protoplasts can be directly isolated 
from developing fruits of several Amaryllidaceae such as Clivia and Haemanthus without 
the use of exogenous lytic enzymes (Stoeckel and Takeda, 1989b, and references therein). 
Within a certain stage of development endocellulases release viable and patchable endosperm 
protoplasts from ovules that are slit open with a razor blade. 

2.1.lb. Protoplasts Released by Enzymatic Treatment. Incubation of cells or 
tissue with osmotically adjusted enzyme cocktails releases protoplasts from most tissues. 
Variation of osmotic pressure, enzyme cocktail, and incubation time with respect to the 
composition and thickness of the wall surrounding the various cell types in different develop
mental states is required (Raschke and Hedrich, 1990; L. Van Volkenburgh personal communi
cation). 

2.1.lc. Preparation of Specialized Cells or Homogeneous Tissues. Correlation 
of transport activity to cell- or tissue-specific properties requires (1) cellular markers to 
identify the individual cell type after tissue dissociation, (2) tissues formed by cells homoge
neous in size, shape, and function, or (3) preenrichment of objects in question. Therefore, 
in an initial step the cell type of interest should be enriched by techniques taking advantage 
of the size (filtration), density (e.g., starch in chloroplasts or amyloplasts, by centrifugation), 
composition and thickness of the cell wall (composition of enzyme cocktail and incubation 
time), osmotic pressure (degree of plasmolysis), or mechanical stability (cell disintegrators, 
e.g., Waring Blendor; see below and Raschke and Hedrich, 1990; Bush et aI., 1988; L. Van 
Volkenburgh, personal communication). Contaminations by other cell types do not present 
problems as long as cells of interest can be distinguished by individual markers (e.g., presence 
and number of chloroplasts, color, or autofluorescence). 

2.1.ld. Identification of Cell-Specific Protoplasts. This is not a problem for cells! 
protoplasts isolated from uniform tissues, such as guard cells, epidermal cells, mesophyll 
cells, hair cells, coleoptile cells, or aleuron cells. However, in case of protoplast release from 
heterogeneous tissues such as roots and shoots, identification even within physiologically 
defined zones is not yet established (for progress in combined use of mechanical and enzymatic 
steps, see Elzenga and Keller, 1991; Wegner and Raschke, 1994). Here an experimental 
approach analogous to the brain slice technique (see Chapter 8, this volume) or cell- and side
specific antibody staining of peripheral proteins or lectins should provide further advances in 
plant cell research. 

2.1.le. Procedure. As an example, of a cell type that occupies 0.1-1 % of the leaf's 
volume, and even less compared to the fresh weight of the plant, the isolation and purification 
of guard cell protoplasts is described: 
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1. Enrichment of viable guard cells starts with the isolation of epidermal pieces. Epider
mal tissue can be obtained either by peeling it from leaves with detachable epidermis or by 
fractioning leaf tissue after it has been minced in a blender. There are only a few species 
that possess an easily detachable epidermis with guard cells (Raschke and Hedrich, 1990). 
Using the blender method it is possible to prepare guard cell protoplasts from leaves of 
various species with even less or nondetachable epidermis. Guard cell suspensions obtained 
by the blender method (Raschke and Hedrich, 1990) contain xylem elements; thus, enzyme 
concentrations and the incubation time need to be increased with respect to isolated epidermal 
peels as starting material. 

2. Remove major veins from expanding leaves with razor blades. Rinse the remaining 
laminae with deionized water and collect them in ice-cold water or buffer in a Waring 
Blendor. Mince batches of leaf tissue in buffer or distilled water with crunshed ice for 15-30 
sec each, pour onto a mesh screen (200 jl.m), and rinse with cold buffer. Repeat blending 
two to four times (dependent on detachability of epidermis) with cold washes in between to 
isolate an epidermal fraction with functional guard cells but with the majority of common 
epidermal and mesophyll cells ruptured (Raschke and Hedrich, 1990; Becker et aI., 1993). 

3. During the long-term exposure of the sample to isosmotic enzyme cocktails, cell 
walls are completely degraded, and protoplasts are released into the medium. After enzyme
free washes, protoplasts can be transferred into the recording chamber. The degree of agitation 
and the incubation time of the cells!preprotoplasts depend on the enzyme resistance of the 
walls, which is, however, limited by the level of irritation tolerated by the individual cell 
type. Incubation temperatures should be equivalent to the growing conditions. 

4. The quick enzyme-digestion method was developed to produce protoplasts from plant 
tissues with a high rate of gigaseal formation and channel activity with minimal exposure 
to digestive enzymes (see Elzenga and Keller, 1991; Vogelzang and Prins, 1992). Cells are 
exposed to digestive enzymes only long enough to weaken the walls but not to completely 
remove them. Tissue sections are placed onto a plasmolyzing solution containing the enzyme 
cocktail. Incubation is carried out at constant temperature for several minutes, followed by 
two 5-min washes in enzyme-free solution. Protoplasts are released following transfer of the 
tissue into a solution osmotically adjusted to permit swelling of the protoplasts. As a result 
of partial recovery of turgor and volume, the weakened cell walls are ruptured. Protoplasts 
float freely in the solution, settle and stick to the glass bottom of the recording chamber. 

This quick isolation method has been used successfully on different cell types from 
various tissues, producing protoplasts that seal within minutes and display channel activity. * 
When the quick procedure is applied to any new tissue, the most critical parameter to adjust 
is the osmolarity of the releasing bath solution. It is also necessary to adjust the duration of 
the digestion and wash steps. These will depend both on enzyme activity and on the quality 
of the cell wall material, which varies not only among species but also with growing 
conditions. Proper adjustment of bath osmolarity and digestion time should result in immediate 
release (within seconds) of protoplasts with very little accompanying debris. 

5. Efforts to replace enzymatic treatments with mechanical- or laser-based isolation 
procedures were induced by the following considerations: 

Stimulation of the cell during enzyme-induced cell wall lysis might occur through the 
release of elicitors (e.g., cell wall fragments) similar to those present during pathogen invasion 

*Short-tenn incubation with the enzyme cocktail, gigaseal fonnation, and channel activity are, however, not 
generally equivalent to vitality or guarantees of physiological relevance of the responses recorded. For aleuron 
protoplasts, a 3-day differential enzyme treatment maintained hormone-controlled a-amylase secretion and 
K+ channel activity (Bush et al., 1988). 
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and breakdown of the cellulose matrix. Since the enzyme cocktail, on the other hand, presents 
a mixture of more than 20 different cellulases, hemicellulases, and pectinases isolated from 
cell walllysates of various fungi, contaminations (oligopeptides, glycoproteins, or oligogly
corunides) could have elicitor activity as well (for review, see Ebel and Cosio, 1994). Thus, 
further purification of the enzymes might at least remove exogenous fungal elicitors. 

Proteases present in the enzyme mixture might cut extracellular domains of the mem
brane proteins. However, differences between K+-channel properties studied through patch
clamp measurements on guard cell protoplasts (Schroeder et ai., 1987; Hedrich and Schroeder, 
1989; Hedrich and Becker, 1994 for review) on one hand and microelectrode recordings on 
guard cells surrounded by a wall (B latt, 1991, for review) on the other have not been observed 
so far. 

Protoplasts are spherical. Consequently, information on the cell type the protoplast 
originated from and the former cell polarity (e.g., at the growing tip; Taylor and Brownlee, 
1992) is lost. Furthermore, number, size, and cytoplasmic orientation of organelles may 
have changed. 

Turgor, the main driving force for growth, development, reproduction, and movement, 
is lost. Again, turgorless protoplasts and microelectrode-impaled small cells, maintaining 
residual differences in hydrostatic pressure exhibit comparable channel properties (cf. 
Schroeder et ai., 1987; Blatt, 1991). 

2.1.2 Enzyme-Free Isolation of Protoplasts and Vacuoles 

2.1.2a. Macrosurgery. An alternative method to gain access to plasma and vacuolar 
membranes is based on the removal of the cell wall using macroscopic tools. This technique 
was successfully applied to higher plants by Klercker in 1892. More recently it was used 
for the fast isolation of vacuoles directly from intact tissues (Coyaud et ai., 1987), of 
protoplasts from Elodea leaves, barley roots, and maize mesocotyl (Miedema, 1992; A. H. 
DeBoer, personal communication). It was applied to the giant internodal cells from Chara 
(Laver, 1991; Thiel et al., 1993) and Eremosphaera (G. SchOnknecht, personal communica
tion). Because of the size of the dissecting tools and the degree of protoplast withdrawl from 
the cell wall following plasmolysis, this technique is not suitable for much smaller cells or 
cells of low abundance. 

Macrosurgery will be illustrated by the giant unicellular alga Eremosphaera viridis, 
since its cell wall is highly resistant to degradation by common enzyme cocktails (Linz and 
Kohler, 1993). Preinserting a capillary and osmotic steps, as described in the following, 
permit access to the plasma membrane with patch pipettes: (1) Select and fix a single spherical 
alga (about 150 /-Lm) with suction pipettes (Fig. 3). (2) Reduce turgor pressure by perfusion 
with hypertonic buffer. (3) Insert an empty glass micropipette a few minutes after starting 
perfusion of the hypertonic sorbitol-containing solution, when the alga still has enough 
turgor to allow impalement. Either use broken micropipettes with tip diameters of several 
micrometers or push pipettes relatively deep into the cell. (4) After 10 to 15 min, remove 
the pipette again and slowly decrease the osmotic strength of the bath solution by gradually 
adding sorbitol-free bath solution to the sorbitol buffer. (5) Application of slight negative 
pressure through the suction pipette squeezes a subcellular bleb up to 70 /-Lm in diameter 
out of the cell (see micrograph in Fig. 3). These subprotoplasts, which are still in cytoplasmic 
continuum with the mother cell, frequently contain chloroplasts and maintain cytoplasmic 
streaming. 

In Chara, which is also enzyme-resistant, a knife cannula, fine forceps, or normal patch 
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Figure 3. Macrosurgery releases cytoplasmic blisters from Eremosphaera viridis. (photograph by N. Sauer 
and G. Schonknecht, for details see text.) [For color figure see insert following the table of contents.] set in 
main text only, not color insert 

pipettes can be advanced onto the cell wall in an area where the protoplast had withdrawn 
from the wall during plasmolysis. Continuous "rubbing" with the pipette tip along the axis 
of the internodal cell produce cuts that are large enough to advance a fresh pipette through 
the wall onto the plasma membrane. (Coleman, 1986, modified by Laver, 1991 , and Thiel 
el al., 1993). 

2.1.2h. Laser Microsurgery. More localized perforation of cell walls sorrounding 
higher plant cells and algae can be obtained using UV lasers. Localized deletions result from 
movements of the organisms relative to the laser focus (for a detailed description of the laser 
microbeam system, see Greulich and Weber, 1992; Weber and Greulich, 1992). The successful 
removal of cell wall material with a surgical laser depends on the absorption of the laser 
light at the wavelength used. Lignified cell walls (DeBoer et al., 1994) and the wall at the 
tip of root hairs (Kurkdijan et aI., 1993) readily absorb the UV light and thus are easily cut. 
The absorption efficiency can be improved through dyes that bind specifically to cell wall 
components (e.g., CFW 345 nm; see DeBoer et aI. , 1994; Kurkdjian et aI., 1993). It should, 
however, be guaranteed that the dye binding is restricted to the cell wall and does not interfere 
with ion transport. In the case of lack of channel activity after dye-facilitated protoplast 



290 Rainer Hedrich 

release (DeBoer et aI., 1994), another preparation technique and reporter channels from well
known cell types are required as a control. 

For laser microsurgery the following steps (Fig. 4) require less variation than for 
macrosurgery on algal cells. (I) Expose cells or the whole tissue within the recording chamber 
to hypotonic medium in gentle, progressive plasmolysis steps. This way the cells remain 
viable, the plasma membrane stays intact, cellular polarity is basically unchanged (Fig. 4a), 
and cell-cell interaction through plasmodesmata can be maintained. Thus cell pairs within 
suspension cultures could lend themselves to double-whole-cell patch-clamp studies on 
symplastic pathways for the passage of nutrients, hormones, and electrical stimuli across the 
"apoplastic cleft." 

After several minutes, depending on the cell size and osmotic gradient, the protoplast 
shrinks, withdrawing the plasma membrane from the cell wall (2-3 ~m is sufficient; DeBoer 
et al., 1994). (2) In the second step focused laser pulses should perforate the wall without 
affecting the integrity of the protoplast (Fig. 4a, arrow). 

(3) Extrusion of the protoplast or parts thereof can be controlled by a regulated, gradual 

-
\ 

a c 

9 

Figure 4. Release of lily pollen tip protoplasts following laser microsurgery. (Reproduced from DeBoer et 
ai., 1994; for details see text.) [For color figure see insert following the table of contents.] 
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decrease of the osmolarity and by variation of the calcium concentration in the extracellular 
solution (Fig. 4b-h; see also Taylor and Brownlee, 1992; Kurkdjian et aI., 1993). Adjustment 
of the osmotic pressure of the medium allows control over protoplast protrusion, ranging 
from just exposing a patch of membrane to complete release. 

Following release of protoplasts or cell wall-free membrane patches, difficulties in the 
formation of high-resistance seals were still present in the majority of the cell types tested 
(Laver, 1991; DeBoer et al., 1994). This raises the question of whether or not a coat of, 
perhaps, protein matrix (wall-membrane linkers, cf. Pont-Lezica et aI., 1993) that would 
otherwise have been removed by lytic enzymes is still present. 

2.1.2c. Patch-Clamp Configuration and Ionic and Metabolic Conditions for 
the Study of Ion Channels and Ion Pumps in the Plasma Membrane. Two standard 
solutions containing salts of either permeant or impmereant anions have been used most 
often when ionic currents of new cell types have been explored: (in mM) 100-150 KCl or 
K-gluconate, 2-5 MgCl2, 2 ATP, 0.1-1.0 EGTA, 5-20 HEPES, pH 7.2 in the pipette and 10 
KCI or K-gluconate, 2 MgCl2, 1 CaCI2, 10 MES, pH 5.6 in the bath. For individual channel 
types the following modifications of the standard solutions given above, are suggested: 

1. K+ channels. For the measurement of K+-selective single channels in excised patches 
and whole cells, replace chloride by gluconate or glutamate. Reduce the concentration 
of free Ca2+ to the micromolar level by addition of EGTA to prevent resealing of the 
membrane across the pipette tip. BaH blocks hyperpolarization- and depolarization
activated K+ channels (Schroeder et aI., 1987). 

2. Cation channels. See K+ channels. In order to study the exclusion limit of nonselective 
cation channels, replace K+ by other monovalent and divalent cations. For CaH-
activated cation channels, increase cytoplasmic free Ca2+ above 1 IJ.M (Stoeckel and 
Takeda, 1989b). 

3. CaH channels. In protoplasts from carrot suspension cultures, voltage-dependent 
CaH channels are activated in the presence of 50 mM CaCh in the bath and 100 
mM KCI in the pipette (Thuleau et aI., 1994). Since voltage-dependent anion channels 
coexist in the same membrane (Barbara et aI., 1994), salts of impermeant anions 
should be used. 

4. Inward-rectifying ICRAC-like CaH currents. These currents can be studied in the 
whole-cell configuration in the absence of ATP in the pipette and high Ca2+ concentra
tions in the bath (e.g., 20 mM Ca-gluconate; Cosgrove and Hedrich, 1991; Lohse 
and Hedrich, 1992). 

5. Anion channels. The internal solution should contain 100-150 mM K+ or TEA salts 
such as TEA-CI or Krmalate, 2 mM MgATP, and pH and CaH buffer as given 
above. The external solution should be composed of K+-free anion salts such as 
CaCl2, Tris-CI or TEA-CI, together with CaH or Mg2+ and pH buffer. 

6. Proton pumps. For electrogenic W pumps in the plasmalemma of whole cells, use 
bath solutions containing 50 mM N-methylglucarnine-glutamate, 5 mM MgC12, 10 
mM HEPES, pH 7.0. Fusicoccin at 0.1-1 IJ.M and auxins such as I-NAA at 1-10 
IJ.M will stimulate W extrusion. The internal solution should be identical to the bath 
solution plus 1-10 mM MgATP. 

2.2. Endomembranes 

There is no general strategy to prepare and expose different organelles or endomembranes 
for patch clamping. Instead, the specific structure of each organelle has to be considered. 
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2.2.1. Release of the Central Lysosomal-Vacuolar Compartment 

Until recently, the intracellular location of this organelle has complicated the study of 
the electrical properties of the vacuolar membrane from higher plant cells. Improvement of 
methods for the isolation of stable organelles has made them accessible to patch-clamp tech
niques. 

2.2.1a. Mechanical Isolation from Intact Tissue. A macrosurgery method for the 
isolation of small numbers of intact vacuoles directly from intact tissue is the fastest procedure 
described (Coyaud et ai., 1987). The surface of a freshly cut tissue slice is rinsed with 
buffered and osmotically adjusted solutions to wash the liberated vacuoles directly into the 
recording chamber. Stable vacuoles will be obtained in media (identical to the later bath 
solution) about 100 mOsmol higher than the osmotic pressure of the tissue. Thus, fresh 
vacuoles can be isolated for each experiment, and vacuole isolation and seal formation can 
be performed within 2-S min. 

2.2.1b. Microsurgery. Another application of microsurgery lasers is the immediate 
release of vacuoles from particular protoplasts by focusing the laser microbeam toward a 
region of the protoplast where cytoplasm or smaller organelles provide a gap between the 
vacuolar and the plasma membrane (see above). 

2.2.1c. Selective Osmotic Shock ofIsolated Protoplasts. As an example for vacuole 
release from preselected, enzymatically isolated protoplasts (see above) within the recording 
chamber, the isolation of single guard-cell vacuoles will be described. (1) Apply an aliquot 
of the protoplast suspension to the isotonic bathing solution within the recording chamber. 
(2) After protoplasts sediment and adhere to the glass bottom of the chamber, release vacuoles 
from single preselected protoplasts by controlled osmotic shock with hypotonic solution (Fig. 
S). (3) Add hypotonic solution through an application pipette with a tip diameter of 4-6 /-Lm 
while steadily perfusing the recording chamber with bathing solution (Fig. SB; cf. Gambale 
et ai., 1994). To reduce capillary forces coat pipettes with Sigmacote (Sigma Chemicals 
Corp.). Position the pipette in the close neighborhood of the selected protoplasts. Continuous 
efflux of hypotonic solution from the pipette causes protoplast swelling and, after 3-S min, 
disintegration of the plasma membrane (Fig. SB,C). Stabilize the vacuole osmotically for 
the patch-clamp measurement. 

2.2.1d. Patch-Clamp Configuration and Ionic-Metabolic Conditions to Exam
ine Ion Channels and Ion Pumps in the Vacuolar Membrane. A patch-clamp survey 
of the electrical properties of the vacuolar membrane from a large variety of plant materials 
has demonstrated that the presence of voltage-dependent ion channels and electrogenic pumps 
are general features of ion transport in higher plant vacuoles. Essential experimental conditions 
to study dominant ion transporters in this endomembrane are listed: 

1. Ca2+ channels. So far hyperpolarization-activated Ca2+ channels could be measured 
only in the inside-out configuration with SO mM CaCl2 in the bath and 100 mM KCl 
in the pipette. These channels are efficiently blocked by Gd3+. 

2. Ca2+ -activated channels. Slowly-activating, Ca2+ -dependent vacuolar channels fol
lowing depolarization (named SV-type channels; Hedrich and Neher, 1987) should 
be recorded in solutions containing 100-200 mM KCl or KN03 on both membrane 
sides. The bathing media should include S mM MgCI2, 0.1-10 mM CaCl2, and S 
mM Tris-MES (4-morpholinoethanesulfonic acid) or citrate-KOH buffered to pH 
7.S. The vacuole should equilibrate with S mM MgCl2, 1 mM CaCl2, and S mM 
MES-Tris, pH S.S, or citrate-KOH, pH 3.S and 4.S (cf. Gambale et aI., 1994). In 
order to study the Ca2+ permeability of this channel, physiological K+ and Ca2+ 
solutions should be replaced by (Ward and Schroeder, 1994; Schulz-Lessdorf and 
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Figure 5. Isolation of guard cell vacuoles. (A) 
Protoplast of Vida faba. (B) Osmotic swelling of 
the protoplast by application of hypotonic solution 
(pipette on the left). (C) After the osmotic shock 
of the protoplast, the vacuolar membrane is acces
sible for patch-clamp studies (patch pipette on the 
right). (Bar. 20 tJ.m in A-C). (Photograph by B. 
Schulz-Lessdorf and R. Hedrich; for details see 
text.) 
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Hedrich, 1994) 10-50 mM CaClz on the vacuolar side. SV-type channels are efficiently 
blocked by Zn2+ at micromolar concentrations (Hedrich and Kurkdjian, 1987; 
Gambale et aI., 1994). 

3. Anion channels. So far no anion-selective ion channels have been discovered in 
vacuoles of higher plant cells. A 21-pS channel has, however, been observed in 
Chara (Tyerman and Findlay, 1989). 

4. Electrogenic H+ pumps (ATPase and pyrophosphatase). Currents through electrogenic 
H+ ATPase and PP,ase will be resolved by increasing the cytoplasmic (extravacuolar) 
Ca2+ level to 1 mM. Under these conditions, SV-type channels are activated and 
dominate the membrane conductance. Since SV channels are active at voltages 
positive to + 10 mY, in the voltage range negative to this treshold the activity of ion 
pumps can be studied with high resolution (Hedrich et al., 1986a,b, 1989; Coyaud et 
aI., 1987; Gambale et al., 1994). Following block of SV channels by, e.g., calmodulin 
antagonists (Weiser and Bentrup, 1993; Bethke and Jones, 1994; Schulz-Lessdorf 
and Hedrich, 1994), the voltage range of investigation might be expanded. Because 
both electroenzymes require inorganic phosphate for their individual pump cycle, 
specific V-type ATPase inhibitors such as bafilomycin a, (Youshimori et ai., 1991) 
may be used in experiments where the current direction through the PPj-driven pump 
is inverted (cf. Gambale et aI., 1994). 

2.2.2. Photosynthetic Membrane Systems 

2.2.2a. Osmotic Swelling. A suitable method for highly folded membranes is the 
osmotic swelling technique. This technique has been successfully applied to thylakoids. To 
patch-clamp chloroplast membranes, two problems need to be solved: (1) giant chloroplasts 
should be used, or normal-sized chloroplasts have to be swollen to reach a suitable size, and 
(2) the outer and inner envelopes have to be separated. The latter can be solved by osmotic 
swelling of chloroplasts (Schonknecht et aI., 1988). 

Isolate giant chloroplasts from protoplasts of Peperomia metallica. Incubate leaf slices 
for about an hour in an enzyme cocktail containing 270 mM sorbitol and 1 mM CaClz• Wash 
released protoplasts with 350 mM sorbitol and 1 mM CaClz and separate them from debris 
by filtration through 200- and 25-J.Lm nylon nets followed by centrifugation (7 min at 100 
g). Resuspend the protoplasts in wash medium and store on ice. Mix a protoplast aliquot 
rapidly with volumes of bath solution in the recording chamber. After 15 min of osmotic 
swelling in the dark, plasma membranes, vacuoles, and thylakoid envelopes rupture, and 
thylakoids form large blebs. Perfuse the chamber with bath solution, and use blebs adhering 
to the bottom of the chamber for patch-clamp studies. 

2.2.2b. The Hydration Technique: Fusion of Membrane Samples to Giant 
Liposomes. Here membrane fragments are reconstituted by addition of exogenous lipids. 
The dehydration/rehydration cycle, which is the essential step in the hydration technique, 
provides a general approach to investigate cellular membranes inaccessable for patch pipettes. 
So far, quite a large number of ion channel types have been investigated with this technique 
(for summary, see Keller and Hedrich, 1992). Depending on the dilution by exogenous lipids, 
channel analysis may range from the study of ion channels in a purely synthetic environment 
to channels in an environment that partially resembles the physiological situation. 

Sonicate azolectin to clarity in the presence of 5 mM Tris-HCI, pH 7.2. Freeze and 
thaw aliquots in dry acetone twice. This process yields multilamellar liposomes. Mix aliquots 
of endomembrane vesicles with freeze-thawed azolectin at a desired protein-to-lipid ratio 
and pellet the mixture. 
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To form giant liposomes. resuspend the pelleted membranes into a buffer containing 
lO mM MOPS and 5% (w/v) ethylene glycol. pH 7.2. Place aliquots of the suspension onto 
a clean glass slide and dehydrate in a desiccator at lO' C for 4 hr. Rehydrate the dehydrated 
lipid film on the glass slide at 4'C overnight with an electrolyte solution. If multilamellar 
liposomes are not directly suitable for gigohm seal formation. induce unilamellar blisters by 
adding a few microliters of the rehydrated suspension to a 20 mM MgCl2 buffer in the patch
clamp chamber. The presence of MgCl, causes the liposomes to collapse and unilamellar 
blisters to emerge. 

2.2.2c. Fusion of Membrane Protein to Giant Liposomes. Prepare smallliposomes 
in a first step (see above). Freeze-thaw liposomes once and mix with purified membrane 
proteins. Freeze thylakoidlliposome mixtures at -80'C and thaw at 4'C. Spread a membrane 
sample on a glass slide and dehydrate at 4' C for 45-60 min in an exsiccator. Rehydrate in 
a petridish with the bottom covered with water-saturated paper. Add the electrolyte solution 
to be used in the patch-clamp measurements to the partially dried sample on the slide. After 
I hr giant liposomes with incorporated thylakoid membrane proteins will be observed. Giant 
vesicles are suitable for patch-clamp measurements after a modified hydration procedure 
(Criado et al .• 1983; Keller et al.. 1988; Enz et aI., 1993; Schwarz et aI., 1994). 

2.3. Patch-Clamp Configurations Applicable to Different Plant 
Membranes 

In principle all patch-clamp configurations can be applied to protoplasts and vacuoles 
from the majority of the different cell types (compare Hamill et al., 1981 to Raschke and 
Hedrich. 1990). However. on free-floating or nonadhesive objects, isolation of cell-free 
patches requires more rigorous procedures (e.g .• withdrawal of protoplast or vacuole from 
the membrane patch underlying the pipette by a strong solute current or air bubbles). The 
size of whole-cell pipettes should be adapted to the cell size, since a reasonable portion of 
the pipette tip is occupied by a relatively large membrane bleb before gigaseals are formed 
(Fig. 6A, B). With respect to the sort of glass suited for patch-damp studies on plant cells, 

A B c 

"cell attached" "cell at t ached" " whole-cell" 70s 

Figure 6. Equilibration of the fluorochrome Lucifer yellow with the cytoplasm of guard cells after establish
ment of the whole-cell configuration. (A) Cell-attached configuration transmission micrograph and (B) 
fluorescence micrograph with 1 J.LM Lucifer yellow included in the pipette solution. Note formation of an 
omega-shaped membrane patch in the pipette tip during the sealing process. (C) Equilibration of the pipette 
solution with the cytoplasm is indicated by a steady fluorescence of the cell 10 min after the establishment 
of the whole-cell configuration (reproduced from Marten et aI., 1992). [For color figure see insert following 
the table of contents.] set in text only. 
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no systematic comparison has been performed. Since 1983 the author has used borosilicate 
glass (Kimax, Kimble Products Ltd.) for single-channel and whole-cell recordings on proto
plasts, vacuoles (Hedrich et ai., 1988), yeast, and various animal cells as well as for macro
patches on Xenopus laevis oocytes (Hedrich et aI., 1994). 

2.3.1. Protoplasts 

In order to gain low-resistance access on one side and high current resolution on the 
other, use 2-5 Mil pipettes for whole-cell measurements and 6-8 Mil pipettes for single
channel recordings. Seals form more easily after tip-filling with high-Ca2+ solutions (0.1-1 
mM). In some cell types osmotic gradients of about 10%, pipette hypertonic, facilitate seal 
formation and stability of whole cells. After the resistance between the pipette and the 
membrane exceeds 10 Mn, hold the pipette potential negative at about -10 to -40 mV to 
increase seal formation. Establish the whole-cell configuration through short suction pulses 
and/or breakdown voltage pulses ("zap"). Follow the establishment of steady-state conditions 
with respect to the ionic composition by monitoring the change in resting/reversal potential 
through double-pulse sequences or fast voltage ramps (Hedrich et al., 1988; Marten et aI., 
1992). Equilibration of cytoplasmic effectorslblockers or buffers applied through patch 
pipettes should, however, be monitored by autofluorescence or marker fluorochromes (Fig. 
6; Marten et al., 1992; Hedrich et ai., 1988). Form excised patches on withdrawal of the 
pipette from the protoplast. In case the protoplasts do not stick to the glass bottom, withdraw 
the cell by a very strong pulse of bath solution or even directing of some air bubbles toward 
the protoplast surface. 

The variability in successful seal formation on different protoplast preparations, or 
sometimes even preparations of the same cell type, as a result of contamination, vesiculation, 
or wound response might be reduced by the following modifications of the standard procedure. 
If the membrane surface was contaminated by proteins and slime from the enzyme cocktail 
(not yet removed through centrifugation) or broken protoplasts, reduce the number of proto
plasts throughout the isolation procedure to improve the situation. If vesicles form in the 
pipette tip upon suction, lower the bath temperature (16-18°C), decrease the osmolarity of 
the bath solution, and/or use smaller pipettes. If within the first 1-2 min after application of 
suction the resistance does not exceed 10 Mn, increase the incubation time with the enzyme 
cocktail or add glucose throughout the preparation. Fill the very tip of the pipette with 1 
mM Ca2+ in addition to the internal solution before backfilling. 

Use tissue sections from a single plant only once, since "wounding" in some plants 
may induce systemic defense reactions such as modification of the cell wall or secretion of 
protein or slime that resists enzyme degradation of the cell wall. 

2.3.2. Vacuoles 

Apply slight suction through the patch pipette to induce spontaneous seal formation on 
the vacuolar membrane. Establish the whole-vacuole configuration by breaking the underlying 
membrane through alternate ±0.6 to I-V pulses for 1-3 msec (Hedrich et ai., 1986a; Hedrich 
and Neher, 1987). After the patch pipette gains access to the lumen of the vacuole, the pipette 
solution equilibrates with the vacuolar sap. When solutions are used with symmetrical ion 
compositions on both sides of the membrane, steady-state conditions are indicated by a 
resting potential of 0 mV (which will be reached in 150 mM KCI within 1-5 min for a 20-
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pF vacuole). Monitor equilibration of vacuolar substances of higher molecular weights with 
the patch pipette through changes in autofluorescence (Hedrich et aI., 1988) or through 
introduction of exogenous fluorochromes of size and chemical structure similar to compounds 
of physiological or biophysical interest (cf. Marten et al., 1992). Inside-out and outside-out 
patches can be excised without changing the bath composition (e.g., Ca2+ concentration) 
before pulling back the pipette. 

2.3.3. Giant Liposomes 

Giant liposomes, like many vacuole preparations that lack a cytoskeleton, neither require 
nor allow large negative pressures during seal formation but often seal spontaneously follow
ing attachment of patch pipettes. So far, ion channels in liposomes can only be studied in 
the attached and inside-out configuration. In order to study ion pumps or other low-turnover 
transporters, current recordings from larger membrane surface areas need to be performed 
(Hedrich et aI., 1986, 1989; Hedrich and Schroeder, 1989). 

2.4. Heterologous Expression 

2.4.1. Heterologous Expression of Plant Ion Transporters: Functional 
Expression in Yeast 

Various yeast strains such as Saccharomyces cerivisiae and Shizosaccharomyces pombe 
are becoming suitable systems for stable expression and manipulation of both animal and 
plant genes (Sentenac et al., 1992; Anderson et al., 1992; Riesmeier et aI., 1992; Sauer and 
Tanner, 1993). Characterization of the electrical properties of heterologously expressed ion 
channels in the plasma membrane of yeast spheroplasts requires either a low density or lack 
of endogenous channels (for high background resistance use trklltrk2 double mutant, see 
Anderson et al., 1993; BertI et al., 1994) in the voltage range of interest or a well-established 
differential pharmacology. * 

In order to study the electrical properties of the protoplast membrane, the membrane 
surface area has to be increased, and the adhesiveness for patch electrode attachment has to 
be improved. Protoplasts can be liberated from most strains of Saccharomyces by partial 
digestion of the cell walls from late log-phase cells with a zymolase/glucuronidase cocktail 
in osmotically adjusted media (see BertI and Slayman, 1990). After incubation for 45 min 
at 30°C, released protoplasts can be harvested by centrifugation, washed, and resuspended 
in 200 mM KCl, 10 mM CaCI2, 5 mM MgCI 2, 10 mM glucose, and 5 mM MESlTris, pH 
7.2, at 25°C. During protoplast incubation the cell diameters and vacuolar size should increase 
three- to fivefold within days. For experiments on vacuolar membranes, use 2- to 3-day-old 
protoplasts, which release vacuoles suitable for patch recordings following selective osmotic 
shock (BertI and Slayman, 1992). Experiments on the plasma membranes yield the highest 
success rates of gigaseal formation with protoplasts incubated for only 1-2 hr. Apply small 
aliquots of this suspension to the recording chamber containing an electrolyte of interest 

*For endogenous plasma and vacuolar membrane channels and low-conductance yeast mutants as well as 
for expression of inward-rectifying plant K+ channels such as KATl- and AKTl-homologs in K+ transport
deficient mutants [see Fig. 10; Berti and Siayman (1992, 1993) and Berti et al. (1994)]. 
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plus 2-10 mM CaCh Various recording configurations (attached and excised patches and 
whole-cell configuration) can be established. Lift nonadhesive protoplasts by moving them 
off the bottom by slight positive pressure through the recording pipette. Gigaohm seals will 
form with time while suction is maintained or slowly increased, analogous to the procedure 
described for plant protoplasts. 

2.4.2. Functional Expression in Animal Cells 

Expression of plant solute and water transporters in Xenopus oocytes, Sf9, or COS cells 
should be performed in analogy to strategies developed for animal transporters (see Stuhmer, 
1993; Cao et al., 1992; Schachtman et al., 1992, Hedrich et al., 1994; Kammerloher et 
al., 1994). 

2.S. Heterologous Expression of Animal Transporters in Plants 

2.5.1. Functional Expression in Chara 

To date a number of systems are utilized for functional expression of ion channels. 
Cytoplasmic droplets of giant green algae, described by Luhring (1986), could provide a 
new tool for heterologous expression not only of plant but possibly also of animal channels 
when they are pharmacologically distinct from endogenous channel types or are operating 
in different voltage windows. Cultures of Chara australis are inexpensive and easy to handle 
[for culturing conditions see Luhring (1986) and references therein]. The thalli grown for 
about 6 weeks after planting have internodal cells ~ 10 cm in length and 1-1.5 cm in diameter. 
After reduction of turgor, mRNA injection can be performed as described for the Xenopus 
oocytes. Translation and functional insertion of foreign channel proteins into the lysovacuolar 
membrane requires 12-24 hr. (H. Luhring). The appearance of plasma membrane ion channels 
in the endomembrane (Fig. 7 A) seems to be a result of the absence of targeting or even 
mistargeting with non-Chara proteins (cf. mistargeting of nonoocyte proteins, Maurel et 
al., 1993). 

Patch-clamping cytoplasmic droplets might provide access to the functional analysis of 
cloned ion channels. It should be noted that these subcellular structures, and vacuoles in 
general, became the system of choice in green laboratories when beginners first try the patch
clamp technique because of their extremely clean membrane surface and low protein density. 
This guarantees immediate, often spontaneous, formation of high-resistance seals even with 
non-fire-polished pipettes and without suction (cf. Krawczyk, 1978). 

These artificial systems contain metabolically active cytoplasm (e.g., light-induced 
particle/chloroplast motion) surrounded by a lysovacuolar membrane with the former cyto
plasmic side facing the bath solution. The intrinsic channel activity is comprised of a 150-
pS K+ channel and 21-pS Cl- channel (Luhring, 1986; BertI, 1989; Tyerman and Findlay, 
1989; Klieber and Gradmann, 1993; for plasma membrane channels see Laver, 1991; Thiel 
et aI., 1993). Endogenous channel activity can be suppressed through application of Na+ or 
Cs+ to the media. Depending on the type of channel to be expressed in the endomembrane, 
individual stimulation protocols and/or differential pharmacological tools have to be devel
oped. The nature of the newly appearing channels should be determined on the basis of their 
characteristic pharamacology, voltage dependence, and unit conductance (e.g., see the muscle 
nAChR channel in Fig. 7 A). The characteristic features of the nAChR channels compare 



Figure 7. (A) Current-voltage curve of single 50-
pS carbachol-activated rat muscle nAChR channels 
functionally expressed in Chara internodal cells and 
recorded in outside-out patches excised from cyto
plasmic droplets. (8) Dose-response analysis of 
charbachol-modified open/closed probability of sin
gle nAChR channels at -40 m V. In the range between 
I and 30 IJ.M. a HilI coefficient of 2 and a haIf
maximal activation of 20 IJ.M were calculated. 
(Unpublished data from H. LUhring; for heterologous 
expression see text.) 
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favorably when expressed in Chara, Xenopus, or rat muscle in vivo (H. Luhring, personal com
munication). 

2.5.2. RNA Injection 

Remove incrustations if present on the cell wall by overnight incubation of Chara in 
pond water of pH 6 as a first step. Separate internodal cells under water in a second step. 
To overcome turgor (about 10 bar) for pressure injection of mRNA, in a third step, increase 
the osmotic pressure of the bath medium. Loss of turgor will be recognized by shrinkage or 
flattening of the cylindrical cell body. In the final step, inject cRNA as described for Xenopus 
oocytes (Sttihmer, 1993). Several minutes after injection transfer cells into the sorbitol-free 
expression medium to recreate turgor. 
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2.5.3. Isolation of Cytoplasmic Droplets 

After 12-24 hr of expression, layer cells on paper tissue, wipe dry, and fix with a small 
droplet of vaseline on a microscopic slide such that part of the cell will protrude over the 
edge of the support. After turgor is lost again, cut the node of the protruding end and tilt 
the support so that the open end is submersed into the bath solution, which is adjusted to 
balance the osmotic pressure of the released cytoplasmic droplets. 

3. Outlook 

Starting from cell-specific cDNA libraries, ion channels will be isolated on the basis 
of their molecular structure or biological function. Approaches based on the structure may 
involve low-stringency screening with, e.g., S4, S6, H5, or ankyrin-binding motives. Promoter 
analysis, transgenic plants, and in situ hybridization following screens of genomic libraries 
derived from whole seedlings will allow correlations between channel genes and defined 
cell types or developmental states. In tum, direct patch-clamp recordings on the identified 
cells in vivo will help to characterize cell- or state-dependent properties (cf. MUller-Rober 
et aI., 1994). 

Approaches based on channel function will take advantage of complementation analysis 
on the numerous transport (uptake)-deficient yeast mutants (cf. Anderson et aI., 1992; Sen
tenac et ai., 1992). Comparison of phenotypes of, e.g., transgenic Arabidopsis thaliana, with 
those of well-described mutants in this species could provide insights into the physiological 
role of individual channel types. 
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Chapter 13 

The Giant Membrane Patch 

DONALD W. HILGEMANN 

1. Introduction 

This chapter describes methods to form and excise membrane patches with diameters of 12 
to 40 /-Lm, capacitances of 2 to 15 pF, and seal resistances of 1 to 10 GO. The formation 
of such "giant" membrane patches (Hilgemann, 1989) has been successful with most cells 
that allow gigohm seals to be formed with conventional patch-clamp techniques. Cell types 
employed to date for inside-out patches include Xenopus oocytes, cardiac myocytes, skeletal 
myocytes, tracheal myoctes, Lymnaea snail neurons, SF9 cells, chromaffin cells, pancreatic 
acinar cells, and some blood cells. Up to now, a successful procedure to form giant outside
out patches routinely has been developed only for Xenopus oocytes (Rettinger et al., 1994). 

The giant-patch techniques were developed initially for studies of electrogenic membrane 
transporters (Hilgemann, 1990), offering the new advantages of fast voltage clamp of a large 
membrane area with gigohm seals, free access to the cytoplasmic side, and rigorous control 
of the solution composition on both membrane sides. The techniques have now been used 
successfully in a wide range of applications, which include the recording of transporter 
currents (e.g., Matsuoka and Hilgemann, 1992; Doering and Lederer, 1993; Rettinger et al., 
1994) and channel currents (e.g., Hilgemann, 1989; P. Ruppersberg, personal communication), 
transporter and channel charge movements (Hilgemann et aI., 1991; Hilgemann, 1994; E. 
Stephani, personal communication), and single-channel recording of low-density channels 
(Nagel et aI., 1992; Hwang et aI., 1994). 

2. Giant-Patch Methods 

The methodological details given in this chapter are in part modified from previous 
descriptions (Collins et aI., 1992; Hilgemann, 1992; Matsuoka et al., 1993). These changes 
reflect much further experience of this and several other laboratories with the giant-patch tech
niques. 

2.1. Pipette Preparation 

The preparation of pipettes must be tailored to the cell type and the specific application. 
Standard patch pipette pullers, including the BrownlFlarning type, can be used to prepare 
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pipettes with large-diameter tip openings (10-20 jl.m), at least with some types of glass (e.g., 
thin-walled borosilicate). However, the success rate in obtaining tips without fragmentation 
is often low, and tip diameters usually cannot be accurately controlled. Better success rates 
can be achieved with computer-controlled pullers. However, a low-budget solution employing 
a modified microforge is our method of choice. 

Standard patch pipettes are first prepared, and the tip is then cut to the appropriate 
size with the technique to be described. Usually, we use borosilicate glass, but glasses 
with more advantageous electrical properties can also be used (e.g., Coming 7052 and 
aluminasilicate glass capillaries). We prefer a tubing with a relatively large inner diameter 
(OD 2.0 mm; ID 1.5 mm). Loss of solution with prolonged application of positive 
pressure remains negligible, and the large inner diameter leaves space for insertion of 
polyethylene tubes, as desired, for a KCI bridge and pipette perfusion devices. Figure 
lA shows a schematic diagram of the rnicroforge employed. 

A relatively thick platinum wire (0.3-0.6 mm) is used, and a foot-switch control 
of the heating element is essential. A bead of soft glass is first melted onto the wire, 
and this is renewed, as necessary, after 20 to 60 pipette cuts. One such glass is Coming 
8161, which has a high lead content; the still softer "solder glasses," which adhere well 
to most surfaces, have also been reported to be advantageous (Rettinger et aI., 1994). 

A 

B 
heat on 

~~ 

~ 

soft glass 

--- patch pipette ----------
thick platinum wire 

heat off pull 

~~ ....•.. 

"-Y 
Figure 1. Fabrication of pipettes for giant patches. A: Microforge. The heating element is made from 0.3-
to 0.6-mm platinum (or equivalent) wire with foot-switch control. A bead of soft glass is melted onto the 
wire. B: Pipette-cutting technique. The pipette tip is viewed with a long-working-distance 40X lens, and the 
heat level is adjusted so that an electrode tip can be melted at a close distance from the wire. Field 1: The 
pipette tip is placed close to the focused edge of the soft glass bead. Field 2: The heating element is activated 
until the pipette tip begins to recede. Field 3: The heater is turned off, and after about 0.5 sec, the pipette 
tip is pushed into the melted glass bead. Field 4: After cooling, the pipette tip is retracted. 
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We find that the properties of Coming 8161 can be improved by addition of a small 
amount of solder glass but that solder glass (Coming 7567) alone is not usable with 
the pipettes we employ. Other glasses that are suitable are the LaP and NaP glass types 
(Schott Glaswerke, Mainz; A. Jeromin, personal communication) and some "soda" glasses. 

Easy micromanipulation of the pipette tip is advantageous, and the forge wire must 
be movable in the horizontal plane. The heater power supply is set just high enough 
that a pipette tip in close proximity to the soft glass can be melted upon application of 
full heat. Figure IB describes the method of cutting the pipette tip. A patch pipette tip 
is positioned close to the glass bead, such that the edge of the glass bead and the pipette 
tip are in sharp focus in the same focal plane (Field 1). The foot switch is activated, 
and heat is applied until the tip begins to recede (Field 2). The heat is then switched 
off, and, after an approximately 0.5-sec waiting period, the softened glass bead is pushed 
into the pipette tip (Field 3). In the next seconds, the forge and tip are held in place 
while the glass bead hardens, and the forge wire is then retracted to cut the pipette tip 
(Field 4). Often, spontaneous retraction of the forge wire during cooling is adequate to 
cut the tip. With practice, clean cuts are obtained routinely at any desired tip diameter. 
For diameters larger than -15 .... m, or when fragmentation occurs, the process can usually 
be repeated until a clean cut is obtained at the desired diameter. By repeating the cutting 
and fire-polishing sequence, the tip can be sculptured to various shapes. Of most interest, 
the walls can be thickened, and the angle of descent of the tip can be steepened, to 
form pipettes with extremely low access resistance (-50 kO). This is highly desirable 
for fast voltage clamp and noise reduction. 

Figure 2 shows some of the usual pipette shapes employed, along with the 
membrane configurations obtained. Membrane position can generally be visualized 
clearly when the pipettes are held in a plane nearly perpendicular to the light path. 
The membrane configuration depends on the pipette shape, the technique of seal 
formation, the pipette coating employed, and the nature of the cells employed. Figure 
2A shows the tip shape used for routine purposes with cardiac membrane and small 
cells (12-20 j.Lm inner tip diameters). The membrane usually remains close to the 
pipette tip; when it rises higher into the pipette, gigohm seals are usually not obtained. 
Especially in the beginning stages with cardiac myocytes, it is advantageous to limit 
fire polishing to just visible effects. Figure 2B shows a typical pipette tip after the 
walls are thickened and the descent is steepened by multiple cutting cycles. In this 
case, membrane tends to enter further into the pipette and rise up in an omega shape. 
For cardiac patches, inner tip diameters of 25-30 .... m are employed, giving membrane 
capacitances of 8-14 pF. Gigohm seal formation is more demanding than with the 
straighter pipette shape, but this configuration is advantageous when a very large 
membrane area is required. Although the configuration brings the danger of generating 
a rim region with slow components in the voltage clamp, this danger proved to be 
less serious than anticipated for cardiac patches of this shape. 

Figure 2C shows the usual configuration used with oocyte membrane for giant 
inside-out patches. Pipettes are cut with 40- to 50-.... m inner diameters, and they are 
melted to a final diameter of 25-40 j.Lm. When seals are made with only very light 
negative pressure, membrane rises into the pipette tip by less than 20 j.Lm. Figure 2D 
shows the pipette tip shape found by Rettinger and Schwarz to be advantageous for 
outside-out oocyte patches. A relatively thick-walled capillary glass is pulled with relatively 
high heat such that descent at the tip is rather shallow. The tip is cut to an inner 
diameter of 30-35 j.Lm and fire-polished until changes of the pipette tip are just discernible. 
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Figure 2. Pipette tip shapes used for giant patches. A: The most common tip shape. The pipette tip is 
thickened during the initial cutting procedure (Fields I to 2 of Fig. IB), and after cutting the pipette tip is 
polished lightly. B: Thickened pipette tip. The tip is cut and melted several times to thicken the pipette walls 
and to steepen the pipette tip descent. This minimizes pipette resistance and pipette capacitance, and it favors 
a greater rise of membrane into the tip. C: Pipette tip for giant inside-out oocyte patch. The tip is cut at 
about 50-jJ.m inner diameter and melted to about 35-jJ.m diameter. Pipette resistances are usually <100 ko. 
D: Pipette tip for outside-out oocyte patch. A relatively thick- walled glass capillary is employed, and the 
pipette tip descent is very shallow. After cutting, the tip is polished lightly, with barely visible effects. Tips 
of this shape can be used without coating for inside-out patches; pipette resistances are relatively large. 

2.2. Pipette Coating 

In our experience, the application of a hydrocarbon coating to the pipette tip can 
enhance seal formation and greatly stabilize patches after excision. For muscle cells and 
for most of the small cells employed, the hydrocarbon coating is usually mandatory. 
With cardiac membrane, stable patches are sometimes obtained without pipette coating, 
but the patch membrane usually rises undesirably high into the pipette tip. When oocytes 
are used for inside-out patches, the coating may not be important. With bullet-like pipette 
tip shapes, as in Fig. 2C, a coating is sometimes mandatory. For the outside-out 
configuration, as implemented by Rettinger et al. (1994), the coating is not needed and 
is reported not to be useful. Also, for inside-out oocyte patches using the nearly straight 
pipette shape of Fig. ID, the coating is not beneficial. 

Our standard coating material consists of a mixture of light and heavy mineral oils 
and Parafilm® (American Can Corporation). The light mineral oil primarily facilitates 
seal formation, and the heavier oil and Parafilm® primarily stabilize the patches after 
excision. The mixture is prepared by heating equal parts of light and heavy mineral oil, 
mixing with it pieces of shredded Parafilm®, and stirring over heat until a uniform 
mixture with the consistency of a heavy syrup is obtained (about 15 min). After cooling 
and hardening, more (light) mineral oil is added until a viscosity comparable to that of 
corn syrup is obtained. 
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The dry pipette tip is dipped in the mixture and is back-filled with the filtered 
pipette solution. When reduction of the pipette tip capacitance is desired, the tip is 
wrapped with a highly viscous mineral oillParafilm® mixture to a short distance from 
the pipette tip. This is adequate to negate capacitance changes with changes of solution 
level along the tip. As desired, the tip can be washed extensively before filling with 
the pipette solution. 

When gigohm seals cannot be obtained regularly, it can be useful to vary the 
hydrocarbon mixtures. Addition of a-tocopherol acetate or small amounts of decane (or 
hexane) can be useful. A liquid dipping solution of 95% hexane, 3% a-tocopherol acetate, 
and 2% (w/w) cholesterol is often helpful. Silicon oils, placticizers, and phospholipids 
are not useful. It is noteworthy that a dependence of seal formation on the type of glass 
employed is observed even when the hydrocarbon coat is used. Borosilicate glass usually 
seals more readily, for example, than Coming 7052. 

2.3. Membrane Blebbing 

Particularly with muscle cells, the induction of cell surface "blebbing" has proven 
to be a useful means to generate a large membrane surface that forms gigohm seals 
readily. With cardiac cells, giant patches with diameters much greater than the cell 
diameter can be formed in this way. Tissue is first digested with collagenase (or other 
enzymes), and single cells or tissue segments are then placed in blebbing solution: 70-130 
mM KCI, 1-10 mM EGTA, 0.5-5 mM MgCI2, 20 mM dextrose, and 15 mM HEPES 
(pH 7). This protocol is similar to that used by Standen et al. (1984) with skeletal 
muscle. Large (20-50 11m) membrane blebs usually form within 4 to 8 hr on cardiac 
cells stored at 4°C. In skeletal and tracheal muscle, massive bleb formation can take 
place within minutes. It is noted that bleb formation is not useful with some cell types. 
For example, gigohm seals have never been formed with blebs on Xenopus oocytes 
under similar conditions. 

Of course, the use of "bleb" membrane introduces some question as to the "physiologi
cal" relevance of the membrane. For cardiac membrane, calcium current and delayed 
potassium current have not been observed in bleb membrane, even in the on-cell 
configuration. However, the densities of many currents (Na/Ca exchange, Na/K pump, 
Na channel, and ATP-dependent K channel) are largely as expected from whole-cell mea
surements. 

2.4. Seal Formation: Small Cells and Blebbed Cells 

The general principles of seal formation for conventional patches apply equally well 
to giant patches. All pipette solutions are filtered. Divalent cations facilitate seal formation, 
although they are not an absolute prerequisite. We find that the presence of 5 to 20 
mM chloride in either the pipette solution or the bathing solution (preferably both) is 
essential. In preparation for seal formation, the pipette tip is kept clean by applying just 
enough positive pressure to maintain a solution flow out of the tip. Also, this avoids 
contamination of the tip with the bathing solution. 
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Figure 3 describes the usual sealing procedures used with small cells (panel A) and 
cells with membrane blebs (panel B). In both cases, it is advantageous to define conditions 
under which the cells stick loosely to the surface of dishes or chambers employed but 
under which they can be freed from the surface by a modest flow of solution. In this 
way, the cell membrane can be approached with the light positive pressure applied to 
the pipette followed by gentle suction. When the membrane is well positioned within a 
close distance (5-20 /-Lm), negative pressure is applied to the pipette. Ideally, the membrane 
or cell is briskly pulled into the pipette tip without rupturing. In our experience, the use 
of a sensitive acoustic feedback control is highly desirable. We prefer small (0.1-0.3 
mY) voltage pulses applied at 100-500 Hz to monitor changes of pipette resistance. 
After the initial contact, gentle pulsatile pressure is applied. Then, small movements of 
the pipette tip in all directions often facilitate sealing under the continued application 
of small negative pressure (1-5 cm H20). The voltage pulse is increased to about 10 
mV as the seal develops. Usually, the cell is lifted from the surface, and increasingly 
larger and faster movements of the pipette in each axis often facilitate the final gigohm 
seal formation (2 to 20 aO). The patch is excised by rapid pulses of solution via a 
solution line placed laterally to the cell. In our case, this is carried out in the recording 
chamber employed. 

Particularly with blebbed cells, membrane vesicles are sometimes formed on patch 
excision. This is not apparent visually but can be detected as a lack of well-characterized 
currents during an experiment. The formation of vesicles can be avoided by using sealing 
conditions that favor a somewhat greater rise of membrane into the pipette tip (i.e., 

A Small Round Cells 

([) 

B Irregular Blebbed Cells 

3 

Figure 3. Formation of inside-out giant 
patches from small, round cells (A) and 
"blebbed" muscle cells (8). Ideally, cells 
stick lightly to the chamber surface, so 
that they can be easily lifted by negative 
pressure. The pipette tip is brought to a 
position close to the cell with continuous 
application of light positive pressure (l J. 
If the cells can be moved easily by negati ve 
pressure, the final contact is best made by 
briskly sucking the cell into the tip (2-3 J. 
If the cells do not move easily, the tip is 
moved to touch the cell in the presence of 
just enough positive pressure to maintain 
a solution stream from the tip. In this case, 
the touch is determined electrically. The 
formation of gig ohm seals is facilitated by 
pulsatile negative pressure and by move
ment of the pipette in each axis. 
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using lower divalent cation concentrations, pipettes with steeper descent to the tip, and 
greater fire polishing). In our experience, about 50% of vesicles formed can be successfully 
"popped" to the inside-out configuration by gently touching the pipette tip to a small 
gas bubble or hydrocarbon (hexane) bead in the recording chamber. Outside-out configura
tions are sometimes obtained, but conditions to do so routinely have not been established. 

It must be mentioned that the ability to obtain stable giant membrane patches 
routinely with some cell types, in particular blebbed cardiac myocytes, can involve a 
considerable learning period. In the author's experience with cardiac cells, the ability to 
obtain very large (25-30 J.l.m diameter), stable patches with a desired membrane configura
tion continues to grow after 4 years. Seal formation with round cells is less subtle and 
more quickly learned. Seal formation with Xenopus oocytes is far less subtle. 

2.5. Seal Formation: Inside-Out Oocyte Patches 

Most procedures to form giant inside-out patches from oocytes are the same as for 
conventional patches (see Fig. 4). Follicles are removed either manually or with a high
phosphate solution. Oocytes are shrunk in two-times hypertonic solution, the vitellin layer 
is removed mechanically, and the oocytes are returned to isotonic solution. The success 
rate in obtaining gigohm seals is better, in our experience, when potassium-aspartate is 
used as the hypertonic agent rather than sucrose. According to Dr. Andreas Jeromin 
(personal communication), success rate is improved still further if the vitelline layer can 
be removed with sharpened forceps without injuring unshrunken oocytes. 

Figure 4. Formation of giant patches from 
Xenopus oocytes. Oocytes are prepared by 
mechanically removing the vitelline layer. 
For inside-out patches (A) the pipette is 
pushed gently into the oocyte in the presence 
of light positive pressure (Field 1). Then, 
positive pressure is removed, and light nega
tive pressure is applied, as required to initiate 
sealing (Field 2). Seal formation can often 
be facilitated by movements of the pipette 
in each direction. Patch excision is initiated 
by increasingly large horizontal movements 
of the pipette (Field 3). Excision is com
pleted by pulling back the pipette with inter
mittent horizontal movements to loosen 
cytoplasmic attachments (Field 4). For out
side-out patches (B), relatively straight
ended pipettes are employed, and the seal is 
made with the tip just touched to the oocyte 
surface (Field I), so that rupture of the mem
brane by negative pressure can be carefully 
monitored (Field 2). After adjusting pressure 
so that cytoplasmic contents are immobi
lized, the pipette is retracted in steps (Field 
3) until the membrane seals in an outside
out configuration (Field 4). 
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B Outside-out Oocyte Patch 
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For most applications with excised patches, seals should be made in a calcium-free, 
EGTA-containing solution to avoid activation of the large calcium-dependent chloride 
conductance of the oocyte membrane on excision of the patch. Accordingly, we usually 
use bath solutions containing 2-5 mM magnesium as the divalent cation and 1-10 mM 
EGTA. The monovalent cation employed is not important; 10-20 mM chloride must be 
present in either the pipette or the bath solution. Our standard bath solution contains 
100 mM K-aspartate, 20 mM KCl, 2 mM EGTA, 10 mM HEPES, and 4 mM MgC12 

(pH 7 with KOH). For subsequent seal formation, it is advantageous that the cleaned 
oocytes stick well to the surface of the petri dishes employed. 

If application of a significant free calcium concentration is desired on the cytoplasmic 
side (e.g., to monitor NalCa exchange current or other calcium-activated conductances), 
then it is essential to perform experiments under completely chloride-free conditions. We 
find that 2-N-morpholinoethanesulfonic acid (MES) is an appropriate chloride substitute, 
and a number of other organic anions support significant chloride channel current. To 
circumvent the requirement for chloride during sealing, a bath solution with 10 to 20 
mM chloride can be used. The pipette solution must be chloride-free, and correspondingly 
a KCl bridge must be used in the pipette. We use routinely a polyethylene tube filled 
with 50-200 mM agar-agar/KCl that fits snugly over the chlorided silver wire. Alternatively, 
chloride can be used in the pipette if pipette perfusion techniques are implemented, and 
the chloride-containing solution is effectively perfused out of the pipette before the 
beginning of an experiment. 

For seal formation, the animal pole of the oocyte is favored, since success on the 
vegetal pole is less consistent. The pipette tip is brought to the edge of the oocyte in 
sharp focus, and positive pressure is increased so that a small dent on the side of the 
oocyte is formed by the solution stream. With continuous positive pressure, the tip is 
moved into the oocyte until membrane resistance increases by a factor of at least 2, 
preferably more (Fig. 4A; Field 1). The pipette can be pushed some distance into the 
oocyte at this time without rupturing the membrane, or the pipette can be left quite 
superficial. Next, positive pressure is released without application of negative pressure. 
With favorable oocytes, gigaseals can be obtained simply by small movements of the 
pipette in each axis and/or application of small negative potential pulses. Depending on 
the batch of oocytes and the solutions employed, application of negative pressure may 
be essential (Field 2). The pipette tip can also be pushed deeper into the oocyte, and 
small movements of the pipette tip in all directions often further facilitate seal formation. 
The entire sealing procedure can take place in less than 1 min, or it can require up to 
5 min to form gigohm seals. 

Excision of oocyte patches also requires some practice (Fig. 4; Field 3). The process 
begins with side-to-side movements of the pipette tip in increasing distances up to nearly 
the radius of the oocyte (Field 3). In approximately 30-sec intervals, the pipette is 
retracted about 10 !-Lm from the oocyte, and side-to-side movements are again applied. 
Toward the end of the excision, strings of cytoplasm are observed to extrude to the 
patch from the oocyte (Field 4). The great majority of patches finally excise to the 
inside-out configuration without formation of vesicles. If a vesicle is formed, it usually 
can be broken by touching the tip against a bubble or bead of hydrocarbon, as with 
other giant patches. In our procedures, the patch is moved to a temperature-controlled 
microchamber where solutions applied to the cytoplasmic surface of the patch can be 
changed in approximately 200 msec (Collins et at., 1992) with no electrical artifacts. A 
large variety of solution-switching devices have been developed for excised patches, and 
in principle they should all be appropriate. Inside-out oocyte patches are routinely stable 
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for periods of 15 to 45 min, and they tolerate well holding potentials in the range of 
-60 to -90 mY. 

2.6. Seal Formation: Outside-Out Oocyte Patches 

As mentioned in Section 2.1, outside-out giant patches from oocytes can be routinely 
formed by using pipette tips with a shallow descent to the tip (Rettinger et al., 1994). 
It is advantageous to position the pipette as nearly horizontal as possible and to view 
the sealing and excision procedure at a relatively high magnification (4ooX). Because 
the pipette solution becomes the cytoplasmic solution, EGTA must be included in the 
pipette to avoid activation of chloride conductance. The presence of a relatively high 
divalent ion concentration (2-4 rnM) in both the pipette solution (usually magnesium) 
and the bath solution (magnesium, barium, or calcium) increases success rates. Contact 
of the pipette tip to the oocyte membrane, monitored electrically, is made at an optical 
edge of the oocyte in sharp focus (Fig. 4B; Field 1). Seal formation is completed with 
application of negative pressure. Thereafter, the pipette is retracted until the membrane 
edge can be clearly observed, and negative pressure is slowly increased (via a water 
column) to disrupt the membrane with as little extrusion of cytoplasm into the pipette 
as possible (Fig. 4B, Field 2). Negative pressure is reduced on membrane rupture, such 
that cytoplasmic material is neither sucked from nor pressed back into the oocyte. The 
pipette is then slowly retracted (Fig. 4B, Field 3) until the membrane seals back across 
the tip in the outside-out configuration (Fig. 4B, Field 4). Stability of the giant outside
out patches is similar to that of the inside-out patches. 

Figure SA shows sample current-voltage relationships for the (ouabain-resistant) Nat 
K pump of the Torpedo electroplax, expressed in Xenopus oocytes and monitored in an 
outside-out patch. The results are replotted from Rettinger et al. (1994). The endogenous 
pump current is suppressed with I IJ.M ouabain, which does not significantly affect the 
expressed pump current. The current-voltage relationships were obtained by subtracting 
voltage pulse results in the absence of extracellular (bath) potassium from results in the 
presence of the indicated extracellular potassium concentrations [no extracellular sodium; 
5 rnM cytoplasmic (pipette) ATP and 30 rnM cytoplasmic sodium]. The shapes of 
current-voltage relationships and their dependence on extracellular potassium are very 
similar to results obtained using the whole-cell, two-microelectrode voltage clamp (not 
shown). They are also very similar when current-voltage relationships are defined by 
applying a thousandfold higher ouabain concentration (not shown). The nearly horizontal 
(flat) current-voltage relationship in the presence of high extracellular potassium and the 
absence of extracellular sodium is very similar to results obtained for the cardiac NatK 
pump in inside-out patches (Fig. 5B). For the inside-out cardiac patch, nearly identical 
pump current-voltage relationships can be defined by application and removal of either 
cytoplasmic sodium or cytoplasmic ATP or by pump inhibition with application of 
cytoplasmic vanadate or extracellular ouabain. 

2.7. Pipette Perfusion 

While technically demanding, intrapipette perfusion is essential for many purposes 
and with practice it can be used routinely (H.ilgemann et al., 1002; Matsuoka and 
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Figure S. Sodium pump current in outside-out (A) and inside-out (B) giant patches. Panel A shows current
voltage relationships detennined for the Torpedo electroplax NaIK pump, expressed in Xenopus oocyte 
membrane. These results have been replotted from Rettinger et al. (1994). The cytoplasmic (pipette) solution 
contains 30 mM sodium and 5 mM ATP. The extracellular (bath) solution is sodium-free. Potassium channels 
are blocked. The current-voltage relationship is defined as the current induced by application of extracellular 
potassium, and nearly identical current-voltage relationships were obtained by defining pump current as the 
current blocked by 1 mM ouabain. Note that voltage dependence increases as extracellular (bath) potassium 
is decreased. Panel B shows current-voltage relationships detennined for the native Na/K pump in a giant 
inside-out membrane patch from a guinea pig myocyte. The extracellular (pipette) solution is sodium-free 
and contains 10 mM potassium. Potassium channels are blocked. Identical pump currents are defined either 
by application of cytoplasmic ATP in the presence of cytoplasmic sodium or by application of cytoplasmic 
sodium in the presence of cytoplasmic ATP. No current is activated in the presence of 200 ILM extracellular 
ouabain. Note the complete voltage independence of the pump current under these conditions. 

Hilgemann, 1992). Due to the large diameter of the pipette tips employed with giant 
patches, the perfusion can be more rapid than with the conventional patch-clamp methods. 
The negative-pressure method of Soejima and Noma (1984) can be used, with the 
reservation that pipette perfusion must be established with only 4-8 cm of negative water 
pressure. The polyethylene tube used for perfusion must be prepared meticulously to 
insure solution flow. 

Recently, pipette perfusion methods using positive pressure have been implemented. 
These methods are modified from descriptions of Tang et ai. (1992). As described in 
Figure 6A, a flexible quartz tubing of 150 I-1m D.D.nO I-1m I.D. (Polymicro Technologies, 
Tuscon, Arizonza) is used to deliver solution to the pipette tip. The tubing is pulled on 
a gas flame, and the tip is cut to an outer diameter of about 60 I-1m. Under a microscope, 
the tip of the perfusion line is placed within 200 I-1m of the recording pipette tip prior 
to seal formation. Solution is forced through the quartz tubing to the pipette tip by 
applying positive air pressure to solution reservoirs with a volume of about 100 1-11. The 
reservoirs are constructed from standard plastic pipette tips. The connections between 
the reservoirs and final quartz tubing are constructed so as to minimize dead space. A 
valve is constructed at each reservoir via a short piece of thin silicone tubing. The 
silicone tubing is squeezed shut by pulling on an elastic tie when the perfusion line is 
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Figure 6. Schematic diagram of a positive pressure pipette perfusion device. A coated quartz tubing (140 
j.Lm 0.0.170 j.Lm 1.0.; Polymicro Technologies; Tuscon, Arizona) is mounted in the pipette tip through a 
hole sealed with wax. Before seal formation, the quartz line is positioned by hand to within 150 j.Lm of the 
pipette orifice. The back end of the quartz fiber is glued into a polyethylene (PE) tube, which is inserted 
into a silicon sleeve. In this way, the quartz tip piece is mated snugly to another PE tube for solution delivery. 
This end contains two to five quartz lines connected to solution reservoirs. Epoxy glue is used to mount the 
quartz lines in the PE tube, and the ends are cut with a razor blade. Positive air pressure can be applied 
from syringes to each of the solution reservoirs, made from plastic pipette tips. To avoid back-flow of solution 
from a delivery line into other solution lines a valve is constructed at the outlet of each reservoir. To do so, 
a short stretch of thin silicon tubing is glued between the pipette tip and the quartz tubing line. The silicone 
tubing can be squeezed shut with an elastic thread when the solution line is not in use. 
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not in use. This avoids contamination between solutions when positive pressure is applied. 
Air pressure is applied via syringes to each reservoir to deliver solution to the pipette 
tip. Such perfusion devices are readily constructed with four or five perfusion reservoirs, 
as needed. Due to the very small 'dead' volumes, many solution changes can be performed 
stably with only small changes to solution volume in the patch pipette tip. 

Figure 6B illustrates experimental results with the positive pressure pipette perfusion 
device for outward Na/Ca exchange current in a giant cardiac membrane patch. In the 
left panel, the outward exchange current was first activated by application of 90 mM 
sodium from the bath (cytoplasmic) side. The exchange current decayed by about 50% 
over 40 sec, and the current was then turned off by switching solutions in the pipette 
tip from one with 2 mM calcium to a calcium-free solution with 100 J..I.M EGTA. Note 
that the current turns off completely in just a few seconds. This time course approximately 
reflects the time course of pipette perfusion. In the right panel of Figure 6B, current 
transients are shown for application of extracellular (pipette) calcium in the presence of 
cytoplasmic sodium (solid curve), and for application of cytoplasmic sodium in the 
presence of extracellular calcium (dotted curve). Note that the exchange current decays 
with a similar time course in these results. This decay reflects an inactivation process 
(Hilgemann, Matsuoka, and Collins, 1992). That similar results are obtained for these 
two activation protocols verifies a prediction of our proposed model of inactivation 
(Hilgemann, Matsuoka and Collins, 1992; Matsuoka and Hilgemann, 1994). 

2.8. Measurement of Membrane Patch Capacitance 

It is often desirable to determine membrane current densities, using measurementsof 
membrane capacitance to estimate membrane area. An approximate specific membrane 
capacitance of 1 J..I.F per cm2 (= 1 pF per 100 J..I.m2) is assumed. The patch membrane 
capacitance must be established as a difference between the capacitance of the pipette 
tip with intact patch and the capacitance of the tip without the membrane patch (i.e., 
the glass wall of the tip). To measure the latter, it is essential to seal the pipette orifice 
shut under a condition comparable to that with the intact patch. Our preferred procedure 
is as follows: A drop of hydrocarbon mixture (the electrode coating material) is deposited 
in the recording chamber at an accessible position. At the end of each experiment the 
pipette tip with intact patch is positioned just next to the hydrocarbon bead. Total pipette 
capacitance is compensated as completely as possible, and the patch is ruptured by 
positive pressure. The pipette tip is then sealed to the hydrocarbon bead, the capacitance 
is again compensated, and the capacitance difference with respect to the measurement 
with intact patch is the best estimate of the patch membrane capacitance. Care must be 
taken so that hydrocarbon does not rise up into the pipette tip, as this leads to an 
underestimation of pipette capacitance. 

In our experience, an advantageous hydrocarbon mix for this purpose is hexane 
with a few percent added phospholipid (95% hexane with 5% phosphatidylcholine), 
similar to mixtures used to create artificial bilayers. When the pipette tip is touched to 
the hydrocarbon a tight seal immediately forms. The tip is then retracted from the 
hydrocarbon, and a stable hydrocarbon film forms across the pipette orifice. The films 
appear to submicron in thickness. Pipettes with greatly different pipette tip diameters 
(10-300 J..I.m) differ in their capacitances by only 1 to 4 pF. This indicates that the 
capacitance of the hydrocarbon film is small and that an artificial bilayer does not form. 
To measure capacitance as just described, a droplet of hydrocarbon must be kept available 
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in the Petri dishes employed for experiments. To do so, an approximately 0.5 mm hole 
is drilled in a small piece of a plastic cover slip. This is fixed to the bottom of the 
recording chamber, and a drop of hydrocarbon is deposited in the hole before adding 
the experimental solution. 

A more convenient estimate of membrane capacitance can be obtained at the end 
of experiments without sealing the pipette tip shut. Under microscope, the pipette tip is 
raised as high as possible in the bathing solution, thus reducing as much as possible 
the capacitance contribution from wetted glass of the pipette tip. The capacitance is 
compensated as completely as possible, and the pipette is removed from solution (into 
open circuit configuration with destruction of the membrane patch). The magnitude of 
the capacitance drop upon removing the pipette from solution is an upper-limit measurement 
of the membrane patch capacitance, which includes the capacitance of the wetted glass 
wall of the pipette. An average value of capacitance for the glass wall of pipette tips 
under this same condition is simply subtracted from the measured capacitance drop to 
give a reasonable estimate of membrane capacitance. The average value subtracted is 
obtained in analogous measurements using identically prepared pipettes sealed shut with 
hydrocarbon film as described above. Again, the tip is raised as high as possible in 
solution, and the drop of capacitance is monitored upon removing the pipette from 
solution (1.5-3 pF) to give the pipette tip capacitance. The possible error in these 
procedures is estimated to be about 1 pF. This is acceptable for most purposes. For 
cardiac patches, for example, the maximum density of sodium pump current is found 
to be ~2.2 pA/pF (35°C) in patches with capacitances ranging from 3 to 12 pF. 

3. Giant-Patch Recording 

3.1. Patch-Clamp Speed 

The low access resistance of pipette tips «100 kO), used with membrane patches 
with 8-12 pF capacitance, brings with it the potential of voltage-clamping a large 
membrane area in the megahertz frequency domain. In the long run, this potential should 
for the first time allow temporal resolution of a variety of important electrogenic events 
such as (some) ion-binding reactions and fast conformational changes associated with 
transport function. At present, voltage-clamp speed achieved with our routine instrumenta
tion is limited at about 4 J.Lsec. 

With the glass pipettes employed to date, slow charging components can be relatively 
large, and it is essential to develop reliable current subtraction techniques. In many cases, 
this will limit resolution of electrogenic processes of interest. The increase of noise with 
high-frequency recording can of course also be a limiting factor. Remarkably, however, 
slow membrane components in voltage clamp, because of the membrane "rim" in close 
apposition to the pipette wall, can be largely avoided when appropriate care is taken 
during seal formation. Both with oocyte patches and with cardiac membrane patches, it 
has been possible to select seal conditions so that "rim current" is almost undetectable. 
For oocyte patches, this simply means that seals are formed with as little negative 
pressure as possible; similar experience has been reported by Dr. E. Stephani and 
colleagues (personal communication) in recording of gating and channel currents with 
giant oocyte patches in the on-cell and inside-out configuration. 
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Figure 7 illustrates the 4-llsec voltage clamp resolution presently obtained, using 
the oocyte calcium-activated chloride current as example. Records in Fig. 7 A are ten
times data-averaged signals for :::!: 100-m V voltage pulses, with and without 2 11M free 
calcium on the cytoplasmic side, as indicated. Calcium was buffered with 10 mM EGTA. 
Two averaged records without calcium are given, one taken before and one after the 
application of calcium. Slow transient current components are apparent over about 20 
Ilsec, but they are unchanged by activating the CI conductance and with good certainty 
reflect charging of the pipette tip. Figure 7B shows the corresponding subtracted record 
of the actual voltage clamp of the chloride current. The current is stably clamped within 
4 Ilsec. 

3.2. Fast Solution Switching 

The speeds of solution switching that can be obtained with giant membrane patches 
will be adequate to resolve the time course of many slow molecular processes. With 
inside-out patches the speeds obtained will depend on the degree to which membrane 
rises up in the pipette tip and will be determined by the corresponding diffusion times. 
With inside-out oocyte patches (about 20-40 11m membrane insertion into the pipette), 
solutions can be routinely changed at the membrane surface within 100 to 250 msec. 
For some applications, a much faster apparent solution switch will be obtained if a 
supersaturating concentration of the desired compound or ion is applied. 
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Faster solution switches can be obtained with outside-out patches, which are formed 
essentially at the orifice of the pipette. Figure 8 shows records for the activation by 
glutamate of the NIIN2A clone of the NMDA channel (P. Ruppersberg, personal 
communication). As indicated, glutamate was applied and removed together with glycine 
under conditions selected for inward NMDA current. The solution switch is made by 
rapidly moving the interface between two solution streams across the pipette. For this, 
a piezoelectric device is used to move rapidly a pipette with parallel, double (theta) 
barrels back and forth in front of the pipette. The current rises with a T of about 18 
msec on application of transmitter, and it declines with a T of about 21 msec on removal 
of transmitter (dotted lines in Fig. 8). The actual time course of diffusion kinetics to 
and away from the membrane are thought to be largely complete in 10 msec (P. 
Ruppersberg, personal communication). 

3.3. Single-Channel Recording 

It was not expected that the giant patch would be used for single-channel recording. 
However, Gadsby and colleagues have used cardiac giant patches very successfully to 
study the modulation of CFTR-like chloride channels by protein kinases and nucleotides 
(Nagel et al., 1992; Hwang et aI., 1994). For the CFTR-like channels, the reasons for 
success are twofold. First, these channels exist in rather low densities in cardiac membrane, 
and second, these channels have very long open and closed times. Thus, noise related 
to the large capacitance of the patch is not limiting. 

Figure 9 shows an example of such recordings in an inside-out cardiac patch with 
at least four channels. In the early portion of the record, the chloride channels are 
activated by application of protein kinase A (PKA) in the presence of ATP. Then, the 
nonhydrolyzable ATP analogue AMP-PNP is applied without ATP and PKA. It cannot 
replace ATP in sustaining channel activity. After reapplication of PKA and ATP, however, 
AMP-PNP has a stimulating effect that tends to "lock" the channels open. The data are 
interpreted in terms of multiple nucleotide binding sites and actions modulating CFTR 
channel activity. As a related application, the giant patch method may prove valuable 
in recording channel activity during cloning experiments when expression is poor. 

Figure 8. Fast solution switching with an out
side-out Xenopus oocyte giant patch. The patch 
is from an oocyte expressing the glutamate-acti
vated NMDA conductance. Conditions were cho
sen so that application of glutamate with glycine 
activates a large inward current. Solutions are 
changed by moving a double-barreled pipette with 
parallel solution streams rapidly back and forth 
in front of the patch, such that the interface 
between the two solutions passes across the 
pipette. The apparent time constants for activation 
and relaxation of the current are 18 and 21 msec 
(see dotted exponentials), respectively, and are 
thought to reflect largely channel kinetics rather 
than diffusion times. These results were kindly 
provided by Dr. P. Ruppersberg, TUbingen. 
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Figure 9. Recording of CFTR CI channels in giant inside-out guinea pig cardiac membrane patches. The 
CFTR-like chloride channels of guinea pig cardiac sarcolemma are recorded as an outward current in an 
excised giant patch. As indicated, applications of both ATP and protein kinase A (PKA) are required to 
activate the channels. The channels close immediately upon removal of ATP, and the ATP analogue AMP
PNP (0.5 mM) is without effect. After reactivation of the channels with PKA and ATP, however, AMP-PNP 
can increase channel activity and hold channels open for long periods of time. (This record has been retraced 
from Hwang et aI., 1994, Fig. 3B.) 

3.4. Manipulation of Patch-Membrane Composition 

The phospholipid composition of a biological membrane is a potentially important 
determinant of the function of transporters and channels that are embedded within it. 
We have been particularly interested in the possibility that individual lipids may play 
second messenger roles in regulatory pathways. We have suggested that modulatory 
effects of ATP on Na/Ca exchange might be related to changes in negatively charged 
lipids that strongly stimulate exchange activity (Collins et aI., 1992). Possible mechanisms 
include the fueling of a phospholipid translocase enzyme, which establishes an asymmetric 
distribution of phosphatidylserine (PS) in favor of the cytoplasmic side, or the fueling 
of lipid kinases that generate phosphatidylinositols. 

In this light, we began to test whether it might be possible to modulate the patch 
membrane composition by adding phospholipids to the hydrocarbon coat applied to pipette 
tips. It was found that inclusion of negatively charged phospholipids, such as PS, in the 
hydrocarbon coating strongly stimulated the exchange current by modulation of an inherent 
inactivation mechanism of the exchange process. From these results it seems likely that 
phospholipids can diffuse into and out of the membrane patch along the pipette tip. In 
subsequent work, we exploited this finding by applying phospholipid mixtures directly 
to the pipette wall in close proximity to the patch (Collins and Hilgemann, 1993). As 
predicted, we found that application of negatively charge lipids strongly stimulates the 
exchange current. At the same time, we tested for effects of the phospholipids on sodium 
current and found no clear changes. Since there are no apparent changes of membrane 
capacitance, phospholipids may be exchanging between the pipette wall and the patch. 

Next, we tested whether phospholipids could be applied more conveniently as 
phospholipid vesicles. It is well known that phospholipid vesicles bind to glass and 
hydrophobic surfaces, including membranes, and we already knew that phospholipids can 
diffuse along the pipette tip into the patch. In brief, a concentrated vesicle solution is 
prepared in distilled water via standard sonication techniques. The vesicles are mixed 
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with the cytoplasmic solution just prior to its application to a patch. With this approach, 
all of the effects observed with direct application of phospholipids have been duplicated 
and extended. 

Figure 10A shows typical effects of PS vesicle application on the Na/Ca exchange 
current in a cardiac patch. First, ATP was applied to stimulate a rather small exchange 
current. Then, PS vesicles were applied (0.1 mM apparent concentration). The resulting 
massive stimulation of exchange current does not reverse on removal of vesicles. The 
effect can, however, be reversed by application of pure phosphatidylcholine vesicles 
(not shown); and over time the exchange current can be abolished by application of 
phosphatidylcholine. In parallel experiments, Na/K pump current was almost unaffected 
by vesicle application. In general, membrane capacitance does not clearly change or 
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Figure 10. Stimulation of outward cardiac Na/Ca exchange current (A) and Xenopus oocyte calcium-activated 
chloride current (B) by cytoplasmic application of phosphatidylserine (PS) vesicles. As shown in the first 
part of the records, both currents are stimulated by application of MgATP from the cytoplasmic side. Also, 
both currents are strongly stimulated by application of PS vesicles (0.1 mM total PS concentration). In 
cardiac patches, the stimulatory effect of PS does not reverse after removal of vesicles, but it reverses for 
the most part within I min in oocyte patches. Sodium pump current and sodium channel current were 
unaffected by PS in cardiac membrane. 
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increases only slightly during application of phospholipids, indicating that the process 
set in motion has the characteristics of a phospholipid exchange. With phosphatidylcholine, 
it appears possible that the majority of negatively charged lipids can be exchanged out 
of the patch. 

Figure lOB shows an equivalent experiment with the calcium-activated chloride 
current in an inside-out oocyte patch. As indicated, the chloride current was activated 
by application of a solution with 2 ~M free calcium (10 mM EGTA) and turned off 
by removal of calcium. The chloride current is recorded as an outward current (25 rnM 
extracellular chloride; 2 rnM cytoplasmic chloride). In the first part of Fig. lOB, I mM 
cytoplasmic ATP is shown to stimulate the chloride current reversibly by about fourfold; 
this is described here for the first time. The magnitude of the stimulation is very similar 
to the subsequent stimulatory effect of PS. The stimulatory effect of PS was accompanied 
by a shift of the calcium dependence of the current to a lower free calcium range. In 
first approximation, therefore, an increase of negative membrane surface potential might 
underlie the effect of PS, thereby increasing the effective free cytoplasmic calcium 
concentration. Preliminary estimates of membrane surface potential, carried out as described 
previously for cardiac patches (Hilgemann and Collins, 1992), have verified this interpreta
tion (not shown). Remarkably, the stimulation by PS of the chloride current reverses 
over the course of a minute upon removal of the PS vesicles. 

The results with vesicles can tentatively be interpreted as follows: Vesicles presumably 
bind to the pipette tip and/or the membrane itself. Individual phospholipids subsequently 
diffuse into the patch, and roughly equal numbers diffuse out of the patch. In cardiac 
membrane patches, PS incorporated in the membrane is stable. However, it appears that 
in oocyte membrane PS has a strong tendency to diffuse out of the patch and onto the 
electrode. It seems possible, therefore, that the formation and excision of membrane 
patches may in general modify the phospholipid composition of patches with significant 
consequences for transporter and channel function. Further information is needed, but 
the evident ability to modify membrane-patch composition opens the way to a wide range 
of studies of ion-channel and transporter modulation and regulation by membrane lipids. 

3.5. Neuronal Calcium Current and the Status of Cytoskeleton in 
Giant Patches 

The cytoskeleton is another potentially important regulatory factor for transporter 
and channel function that may be altered or disrupted during patch formation and excision. 
In giant membrane patches from Lymnaea (snail) neurons, Johnson and Byerly (1993) 
have presented evidence that a time-dependent disruption of cytoskeleton after membrane 
excision may underlie the rundown of calcium channels. As described in Fig. 11, calcium 
currents can be recorded for several minutes in giant patches from this neuron after 
excision of the membrane. Upper traces in Fig. llA are before rundown of the calcium 
current, and the lower traces in Fig. IIA are after rundown; the remaining voltage
activated current is a proton current. The voltage dependence of the calcium (barium) 
current is shown in Fig. lIB. The presence of ATP on the cytoplasmic side slows 
rundown from a Tso of about 400 sec to a Tso of about 100 sec (see Fig. llC,D). In 
the presence of ATP, therefore, channel stability is adequate to study factors such as 
cytoplasmic free calcium on the calcium current kinetics. The cytoskeleton disrupters 
cytochalasin B and colchicine were both found to increase the rate of rundown in the 
presence of ATP to approximately the rate found in the absence of ATP. The cytoskeleton 
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Figure 11. Calcium (barium) current in giant excised inside-out patches from Lymnaea neurons. Panel A 
shows currents recorded just after patch excision (before) and 12 min later after calcium current had run 
down after rundown. Panel B shows the voltage dependence of barium-carried calcium current. This was 
obtained by subtracting records after rundown, which are dominated by a voltage-activated proton current, 
from the records before rundown. Panel C shows the time course of calcium (barium) current rundown in 
the absence (-ATP) and the presence (+ ATP) of 2 mM ATP (open triangles). The filled circles give results 
in which 2 mM ATP was applied after onset of rundown, whereby ATP increases the calcium current to the 
+ ATP level. Panel D gives the average half-time of calcium (barium) current rundown with 2 mM ATP 
(+ATP), with 2 mM ATP and 100 IJ.M cytochalasin B (CY.B + ATP), with 2 roM ATP and 100 IJ.M 
colchicine, and without ATP. Both cytochalasin B and colchicine highly significantly speed current rundown. 
The results have been replotted from Johnson and Byerly (1993). 

stabilizers taxol and phalloidin slow to a lesser extent the rundown of calcium current 
in the absence of ATP. Although the concentrations of the agents employed are rather 
high (20-100 IJ.M), the results obtained with the different agents are entirely consistent 
with the author's interpretation. 

In giant membrane patches from cardiac cells and oocytes, we have tested extensively 
for effects of cytoskeleton disrupters and stabilizers in similar protocols with and without 
ATP. For Na/Ca exchange current and sodium current in excised cardiac patches, and 
for the oocyte chloride current in excised patches, we have found no consistent effects 
of these agents or of specific enzymes such as gelsolin, thought to act on the cytoskeleton. 
This may mean that with our routine techniques the cytoskeleton is irreversibly disrupted 
in excised patches. Alternatively, the ion transporters and channels we have examined 
may not be sensitive to changes in the cytoskeleton. 
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4. Perspectives 

The results outlined in this chapter document a number of applications for the giant 
membrane patch techniques in the study of ion channels and electrogenic transporters. 
These examples illustrate considerable potential of the methods in both the biophysical 
and regulatory areas. In the long run, it is hoped that membrane-linked cell processes 
such as excitation-secretion coupling and calcium release can be preserved and/or 
reconstituted in giant excised patches. Free access to the cytoplasmic side in such studies 
would be highly attractive, for example, to study diffusible macromolecules that modulate 
such processes. 
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Chapter 14 

A Fast Pressure-Clamp Technique for Studying 
Mechanogated Channels 

DON W. McBRIDE, JR., and OWEN P. HAMILL 

1. Introduction 

Mechanosensitive (MS) membrane ion channels provide a means of transducing cell mem
brane deformation or stretch into an electrical or ionic signal (Howard et al., 1988; Sokabe 
and Sachs, 1992). They represent the most recently discovered and least understood of the 
major channel classes. It is only recently that information on their molecular nature has been 
provided (for references, see Hamill and McBride, 1994a). Yet MS channels are ubiquitous, 
being found in both eukaryotes and prokaryotes (Martinac, 1993). Although their role in 
mechanotransduction in sensory cells is evident, in nonsensory cells they have been implicated 
in diverse mechanosensitive functions (Sachs, 1988). There is a variety ofMS channels with 
different gating (stretch-activated and stretch-inactivated) and ion-selective (Na+lK+, K+, CI-, 
etc) properties (Morris, 1990). There also appear to be two broad mechanisms by which 
mechanosensitivity can be conferred on a channel. These are direct or indirect, according to 
the way mechanical energy is coupled to the gating mechanism. In direct coupling, mechanical 
energy acts directly on the channel molecule, and we refer to these as mechanogated (MG) 
channels. In indirect coupling the channel itself is not MS but is gated by a second messenger 
that is regulated by a MS enzyme or process (see Ordway et al' J 1992). 

A critical feature of gated membrane ion channels, in terms of their signaling function, 
is their dynamic properties, that is, how fast they open in response to stimulation (Le., 
latency), close after removal of stimulation, and inactivate, desensitize, or adapt in response 
to sustained stimulation. This kinetic information not only is important in the basic character
ization of the channel but also can give insight into the underlying molecular mechanisms. 
For instance, a short latency in response time (i.e., in the submillisecond range) of a channel 
most likely indicates a direct coupling between the gating stimulus and the channel. On 
the other hand, longer latencies may indicate intervening steps, possibly involving second 
messenger systems. Some channel kinetic information can be obtained from studying channels 
under stationary (Le., steady-state) stimulating conditions. However, in studying latency, 
adaptation, inactivation, or desensitization kinetics, it is essential that relaxation or perturba
tion techniques be used. In particular, the use of the voltage-clamp technique to provide 
voltage steps proved crucial in the understanding of voltage-gated channels (see Hille, 
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1992). Similarly, the recent development of submillisecond concentration-jump techniques 
has provided new information on the gating kinetics of ligand-gated ion channels (Franke 
et ai., 1991; Maconochie and Knight, 1992). Although voltage- and ligand-gated channels 
have been well characterized by relaxation methods, the MG channels have usually been 
studied under stationary conditions, at least in most single-channeVpatch-clamp studies 
(Sachs, 1988; Morris, 1990; Martinac, 1993). 

This assumption of stationary behavior of MG channels may be an oversimplification. 
Certainly, it is well recognized that different mechanoreceptors vary in their dynamic proper
ties, with some showing no adaptation and others displaying rapid adaptation (French, 1992). 
In the case of mechanoelectric transduction in the vertebrate audiovestibular hair cell, dynamic 
properties of whole-cell MG currents have been measured using displacement and force 
perturbation techniques (Hudspeth and Corey, 1977; Howard and Hudspeth, 1987; Jaramillo 
and Hudspeth, 1993). Although these techniques have provided valuable information on both 
the activation and adaptation kinetics of macroscopic MG current activity, they are not 
amenable to the study of single MG channels in patch-clamp experiments. However, recent 
experiments indicate that single MG channel activity in two previously well-characterized 
nonsensory cell types (skeletal muscle and Xenopus oocytes) displays adaptation in response 
to sustained stimulation (Hamill and McBride, 1992). In hair cells, adaptation, among other 
effects, increases the dynamic range of the mechanotransducer. In nonsensory cells, adaptation 
of MG channel activity may serve to limit Ca2+ influx through the MG channel during 
sustained stimulation caused by, for example, osmotic swelling. 

An essential requirement for perturbation studies is the ability to apply a step waveform 
in stimulation. In the case of MG channels, a pressure-clamp technique (McBride and Hamill, 
1992,1993) has been developed for use in conjunction with patch-clamp techniques to apply 
suction/pressure steps to membrane patches and whole cells. In its original form the technique 
could produce pressure/suction steps with transition times of -10 msec. This response time 
proved adequate for our initial characterization of adaptation kinetics of MG channels that 
display decay constants of 100-500 msec at the cell's resting potential (Hamill and McBride, 
1994b). However, a 100msec transition time may represent a limitation for the accurate 
description of the latency and activation kinetics of MS channels. For example, we have 
observed that MG channels in oocytes can tum on with a latency of less than 2 msec and 
a rise time of less than 1 msec (McBride and Hamill, 1993). Thus, MG channel opening 
occurs during the transition time of the suction/pressure step and before the pressure is 
clamped to its final value. This prevents a quantitative characterization of the pressure 
dependence of MG channel activation kinetics. 

In this chapter we focus on recent attempts to improve the original pressure clamp. The 
improvements are centered around reducing the response time to the submillisecond time 
range and miniaturizing the system to make it more convenient. 

2. Summary of Methods for Activating Single MG Channels 

Although single MG channels have been activated by osmotic swelling of the cell 
(Hamill, 1983, Christensen, 1987; UbI et ai., 1988), the most convenient and direct method 
is to apply suction/pressure to the suction port of the patch pipette holder (Hamill et al., 
1981; Guharay and Sachs, 1984). A variety of different means have been used to do this, 
including the use of mouth, syringe, water aspirator and a thumbwheel-drlven piston (see 
McBride and Hamill, 1992, for references). Although these techniques may be adequate for 
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identifying the channel as MS or studying its steady-state characteristics, they are inadequate 
in providing rapid and precise pressure/suction waveforms. Furthermore, in many of the 
early studies, careful attention was not given to the time course of the pressure stimulation, 
and the output of a pressure transducer, if used, was not shown, and instead stimulation was 
indicated by arrows or bars. Over the last few years a number of laboratories have reported 
improved methods for applying suction/pressure to the patch pipette. Unfortunately, published 
details concerning these methods have been scarce. The first development of a feedback
controlled pressure application system was centered on an oil-based closed system (F. Sachs 
and D. Borkowski, personal communication; see also Sokabe and Sachs, 1990). The strengths 
of this oil-based system are its speed (-2 msec) and absence of any external pressure/suction 
sources. The disadvantages of the system are that it is sensitive to air bubbles and, in terms 
of routine usage, it is messy and inconvenient (F. Sachs, personal communication). The same 
laboratory also built an air-coupled pressure-clamp system in which a linear motor from a 
multiheaded computer disk drive was used to drive a syringe (Sachs, 1987). This system 
had a rise time of -30 msec but was abandoned in favor of the oil-filled method (F. Sachs, 
personal communication). Our laboratory also tried a number of strategies before settling on 
the air-based pressure-clamp system. These included a microprocessor-controlled piston 
system that gave reproducible suction/pressure waveforms (Lane et al., 1991), a modified 
commercially available pressure injection system (Picospritzer, General Valve), and a speaker 
(woofer) coupled to a syringe. 

The basic strategy of the pressure clamp as described in McBride and Hamill (1992) 
is that the desired pressure applied to the patch is achieved by a balancing of pressure and 
suction. Central to this balancing is the use of a proportional piezoelectric valve whose 
opening is proportional to the applied voltage. Through feedback control of this valve, the 
amount of pressurized N2 allowed to enter a mixing chamber can be regulated to balance 
the constant outflow through a continual vacuum efflux. Originally, a Maxtek MV-1l2 
piezoelectric valve was used. This valve has also been employed by Denk and Webb (1992) 
to stimulate hair cells by a water micro jet method and subsequently by Opsahl and Webb 
(1994) to stimulate alamethicin channels in bilayers formed by the tip-dip method. Although 
the Maxtek valve does work adequately, we have subsequently found another valve manufac
tured by the Lee Company (see below) that is overall better suited for the pressure clamp 
(i.e., in its speed and compactness) and is also less expensive. 

3. Mechanical Arrangement of the Improved Pressure Clamp 

Figure 1 is a schematic illustrating the mechanical arrangement of the fast pressure 
clamp. The new elements in this clamp (cf. McBride and Hamill, 1992) are the dual Lee 
valve arrangement and the compact mixing chamber/transducer. The basic principle of the 
valve action has also been illustrated. The system volume whose pressure is being controlled 
is represented by the lightly shaded regions extending from the output ports of both valves 
into the mixing chamber and the tubing to and including the patch pipette and holder. Simple 
analysis of the system using the ideal gas law (PV = nRT, where V is the system volume, 
and others terms have their usual meanings; see also McBride and Hamill, 1992) reveals 
that the speed with which the pressure can be changed is directly proportional to the change 
in the input or output flux and inversely proportional to the volume of the system (dPldt = 
(RTIV) (dn/dt)). Therefore, the modifications of the original pressure clamp centered around 
decreasing the system volume and increasing the speed of the valve. 
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Figure 1. Schematic diagram of the mechanical arrangement of the pressure clamp. The patch-pipette holder 
and amplifier are shown on the left. 1:he suction port of the pipette holder is connected by a tube to the 
mixing chamber. The mixing chamber contains the transducer as well as the ports leading directly to each 
piezoelectric valve. The basic mechanism of the piezoelectric valve is illustrated in which the position of 
the bimorph is dependent on the applied voltage. The two valves are controlled reciprocally (i.e., as one 
closes the other opens and vise versa). The upper valve is connected to the vacuum pump through a needle 
valve (to fine-adjust the suction) and damping flask (necessary to filter out cycle-to-cycle pump fluctuations). 
The lower valve is directly connected to the regulator on the Nz tank. 

To this end we replaced the Maxtek valve with the LFPA Ultra-Speed Valve from the 
Lee Company. This valve is considerably smaller (total volume 8 ml versus 170 ml), lighter 
(13 g versus 800 g), and faster (a response time of -0.5 msec versus -2 msec) than the 
Maxtek:. The only disadvantage of the Lee valve is that it is rated for a maximum differential 
input pressure of 10 psig, whereas the Maxtek valve is rated at 50 psig. We routinely use 
the Maxtek valve with a N2 pressure of 60 psig because we found that this pressure is needed 
to compensate for the high efflux from the mixing chamber provided by the constant vacuum. 
This high efflux is required to produce a fast suction pulse. However, if the volume, V. is 
decreased, then the flow rate (dnldt) can also be decreased without changing dP/dt (see 
above equation). 

Thus, if the system's volume can be reduced sufficiently, flow rate can be reduced, and 
smaller injection (N2) pressures can be used. We have done this by (1) using the smaller 
valve (i.e., the Lee valve) and (2), as described below, incorporating the transducer into the 
mixing chamber (i.e., the sensor element of the transducer forms one wall of the mixing 
chamber). These two modifications permit closer proximity of the pressure clamp to the 
pipette holder and thus minimize the connecting tubing. Elimination of the three-way valve 
(see McBride and Hamill, 1993) further diminishes the dead space. 

In order to consolidate the transducer/mixing chamber, we started with a SenSym 
transducer, which is enclosed in a metal. transistor-type TO-39 package. The actual metal 
can has a diameter of 8.25 mm and a height of 7.1 mm. Normally the top of the can has a 
small-diameter hole that gives access to the sensor. Cutting off the top half of the can exposes 
the sensor element itself, and the remaining bottom half of the can containing the leads may 
be conveniently press-fitted into the end of a cylindrically shaped mixing chamber. The 
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mixing chamber has three ports in it Two ports are diametrically opposed and connect to 
the piezo valves. The third port is along the axis of the cylinder and opposite the sensor and 
connects to the pipette holder. With regard to the third port, care must be taken to prevent 
damage to the sensor element. The total volume of the mixing chamber is about 250 ,",,1. 

In the original pressure clamp, only a single piezoelectric valve was used to control the 
N2 influx into a constant vacuum. This strategy does work, but it is wasteful and somewhat 
inconvenient, as one standard-size N2 tank can be used in a single day's experiments. By 
including a second piezo valve situated between the mixing chamber and the vacuum source 
the efflux is controlled electronically, and overall efflux is reduced. To achieve this the 
electronic controller has been modified to reciprocally control both the efflux and influx of 
N2 into the mixing chamber (i.e., one valve opens as the other closes). Therefore, where the 
original pressure clamp was an open system, the dual-valve arrangement of the new pressure 
clamp more closely approximates a closed system. Furthermore, the dual-valve system also 
contributes to the increase in speed of the transition times because the injection of N2 does 
not have to overcome the constant N2 efflux from the mixing chamber as in the old system. 

Figure 2A is a photograph of the patch-clamp rig incorporating the fast pressure clamp 
with the various components as described above. The weight and size of the Lee valves and 
mixing chamber permit the pressure clamp to be placed on the stage in close proximity to 
the patch-pipette holder. Figure 2B is a close-up view of an isolated patch-pipette holder 
connected to the pressure clamp. The modified transducer/mixing chamber with three ports 
is shown between the two valves. 

4. Electronic Control of the Pressure Clamp 

The basic design of the electronic controller of the pressure clamp has been retained 
(McBride and Hamill, 1992). Figure 3 shows the schematic of the electronic controller. It 
can be divided into four sections. The first section is the voltage command. There are two 
internal inputs and one external input. The internal control includes both the manual (i.e., 
potentiometer) and an adjustable test pulse, which can be switched in or out. The test pulse 
is used during the adjustment procedure for optimizing the step response. This pulse could 
have been supplied externally. However, because it is frequently used, it has been incorporated 
into the controller. A combination of an LM555 timer (National Semiconductor, Santa Clara, 
CAl and an AD633 multiplier chip (Analog Devices, Norwich, MA) was used to generate 
and scale the test pulse. 

The second section of the controller is responsible for pressure measurement. The 
transducer used is the SCC15GSO (SynSym, Inc., Milpitas, CAl. The modifications in 
incorporating this into the mixing chamber have been discussed above. An LM334 current 
regulator (National Semiconductor) was used to excite the transducer bridge and was set at 
a current of -1 mAo The AD620 (Analog Devices) instrumentation amplifier with a gain 
of -500 was used to measure the output of the bridge. The AD620 is an eight-pin chip that 
is convenient to use. The output of the AD620 is further amplified to give the desired gain 
of 100 mV/mm Hg. This is followed by an optional filter to remove high-frequency noise. 
The filter is centered around an LTClO64-3 chip, an eight-order low-pass Bessel filter, along 
with the 74LS624 (Texas Instruments, Dallas, 'IX) and necessary op-amps (see application 
notes for the LTC 1 064-3 from Linear Technology, Milpitas, CAl. 

The third section is the feedback control section and is composed of a summation 
amplifier used to generate the error signal (between the desired and actual pressures), followed 
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Figure 2. Photographs of the fast pressure-clamp/patch-clamp setup. A: View of the orientation of the 
pressure-clamp arrangement with respect to the patch-clamp headstage and pipette holder. The small size 
and weight of the two valves and interposed transducer/mixing chamber that make up the pressure clamp 
allow the system to be placed on the stage platform. A tube as short as possible yet enabling the pipette to 
he changed connects the mixing chamber to the suction port of the pipette holder. Tubes to the right of the 
valves connect to the vacuum and N2 tank. and single flexible cable connects the transducer and the valves 
to the pressure-clamp controller. B: Close-up view of the isolated pressure clamp connected to a patch-pipette 
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by integration or averaging (with compensation) of this error signal. Three adjustable resistors 
have been included to adjust the response. This may be somewhat redundant, but it does 
allow flexibility in adjusting the desired waveform. The final stage is the piezo-driver section. 
This includes two high-voltage op-amps (PA84S from Apex, Tucson, AZ), which are powered 
at ±80 V. The control signal for the valve controlling the pressure from the N2 tank has 
been inverted, resulting in reciprocal control of both valves .. 

5. Performance of the Improved Clamp 

Figure 4 illustrates the fast transition times obtainable with the improved pressure clamp. 
Whereas with the original clamp transition times as measured by the 20%-to-80% risetime 
were around 5-7 msec when optimally adjusted, the fast clamp has submillisecond transition 
times as fast as - 350 J.1sec with moderate ringing. With less feedback, slower but still 
submillisecond risetimes can be obtained with no ringing. On the other hand, with more 
feedback and consequently stronger ringing, transition times as fast as 250 J.1sec have 
been observed. 

Figure SA illustrates the operation of the clamp in applying small incrementing suction! 
pressure steps. In this particular case the pressure increments are 1 rom Hg (10 rom Hg = 
1.33 kPa). The pressure rms noise evident in the pressure traces is -0.1 rom Hg, and this 
presumably represents the limitation for the minimal distinguishable step size that can be 
applied by the clamp for the present volume of the system. This sensitivity is adequate for 
many MG channels, which show half-saturation pressure of 10-15 rom Hg. However, some 
MG channels have been reported to have half-saturation pressure as low as 1-2 mm Hg 
(Sackin, 1989; Kim, 1993). For these more sensitive MG channels, the minimal pressure 
increments could be reduced by increasing the mixing chamber volume (see below). 

Figure 5B shows the operation of the clamp at higher pressures. A slight ringing can 
be seen at a transition time of 1 msec. This ringing at the largest stimulations can be 
completely eliminated when the clamp is adjusted (see section III of the electronic controller, 
Fig. 3) to give slower transition times of 1.5-2 msec. At the current gain of 100 mV/rom 
Hg, the practical pressure limit of the clamp is ± 100 rom Hg. In studies using standard
sized patch pipettes (i.e., 1-2' J.1m), this upper limit value is sufficient for determining 
stimulus-response relationships of MG channels, since most MG channels studied saturate 
at <50 rom Hg (Sokabe and Sachs, 1992). Furthermore, this limit exceeds typical patch 
rupture pressures. However, there are some reports of MG channels that have saturation 
pressure exceeding -100 mm Hg (Vandorpe et at., 1994). To achieve higher pressures, the 
gain of the pressure measurement section could be reduced to, for instance, 50 m V /rom Hg. 
This would double the practical range to ±200 rom Hg. 

holder. This enlarged view shows the plastic mixing chamber with three ports into which the pressure 
transducer has been press fitted. Note that the transducer is plugged into a transistor socket to which controller 
leads have been soldered. The two valves controlling pressure and vacuum are shown on each side with 
associated tubing connecting to the N2 tank and vacuum pump (not shown) as well as the electrical connections 
to the controller. 



336 Don W. McBride, Jr., and Owen P. Hamill 

r------------------------, IV. Reciprocal Dual Pie .. Driftr 
laP 

, 

~~ 
: (HiI/lVai. 
,Op ......... i. .. :t:1OV) 

hF 

• "-'riuIIl\ : lOOK 

~------------------------ III. Feedback Control 

I 
I I . ~------------------------~ 

~--------------------------, 

, I 

~--------------------------------------------
r----------------------------------CtIIIIpIIIIr (o.IIt_) C_ 

1M ....,!OK 

lOX 
+15V-:J .:!J..;.;.::....----t 
·15V lOX 

----------------------------------~ 
I. Command Valtap 

Figure 3. Electronic control of the pressure clamp. The circuit can be divided into four blocks. I: Command 
voltage. This represents the desired pressure and includes internal and external sources. The internal sources 
include a manual control for setting the steady-state values and a variable test pulse that can be turned on 
and off by a toggle switch. The test pulse is used in the step response adjustment procedure. It could have 
been supplied externally, but, as it is frequently used, for convenience it is incorporated into the circuitry. 
II: Pressure measurement. This measures the pressure in the mixing chamber. A constant-current source 
excites the transducer bridge, whose output is measured by the instrumentation amplifier. A voltage follower 
is included to enable gain adjustment, and the filter is included to remove high-frequency noise. III: Feedback 
control. This section is composed of an initial summing amplifier that generates an error signal, followed 
by an integrating amplifier. In this section there are three adjustable resistors. Although to some extent there 
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Figure 4. Diustration of the speed of the pressure clamp. In each panel the upper trace represents the command 
voltage, and the lower trace the pressure wavefonn. The left hand panel show the full 5-msec duration suction 
pulse of - 50 mm Hg. The right hand panel shows an expanded region of the transition region. The 20% to 
80% transition time is -350~sec. In this case the feedback has been slightly overcompensated to speed up 
the transition time at the expense of some slight ringing after the transitions. 

6. Theoretical Constraints on the Speed and Noise of the Pressure 
Clamp 

Physical factors influencing the speed of the clamp have been previously discussed 
(McBride and Hamill, 1992). Here we emphasize three constraints on clamp speed. The first 
is the speed of sound in air (330 m/sec). At this speed a pressure wave would require -200 
~sec to travel 6 cm, which is the approximate length of the tube from the mixing chamber 
to the pipette tip. Another limitation is the response time of the transducer, which is 100 
~sec (from 10% to 90% of full scale). The third limitation is the response time of the piezo 
valve, which is around 500 ~sec for complete opening and 300 ~sec for complete closing 
(Handbook. Lee Co., 1991). It appears that the speed of the clamp (300-500 ~sec for 20%
to-80% transition) is close to the physical limitations of the system for the present configura
tion and seems to be limited by the response time of the piezo valve. 

In considering noise limitations and sensitivity (Le., the minimal distinguishable step 
size), it should be pointed out that there is a reciprocal relationship between these two and 
the speed of the clamp with regard to the volume of the system. On the one hand, larger 
volumes decrease the speed (Le., for a given flux it takes longer to change the pressure in 
a larger volume). On the other hand, a larger volume stabilizes the pressure of the system, 
making it less sensitive to fluctuations in input or output flux. This decreases the pressure 
noise of the system, and also, because it requires a larger change in flux for a given change 
in pressure, the control can be more sensitive, albeit slower. Our preference has been to 
optimize the time response of the clamp, since oocyte and muscle MG channels are activated 
by moderate pressures (-10-20 mm Hg). 

may be some redundancy, they do allow flexibility in tenns of shaping the desired wavefonn (i.e., step 
response). IV: Reciprocal dual piezo driver. This section includes two high-voltage operational amplifiers 
operated with a gain of about 7 and a low-pass filter. The integrated signal from section III drives one 
amplifier directly while the other is driven by the inverted integrated signal. Thus giving the reciprocal control. 
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Figure 5. Dlustration of the sensitivity (A) and range (B) of the pressure clamp. A: A family of lOO-msec 
pressure/suction steps ranging from 5 to -5 mm Hg in I-mm Hg increments. The 20%-80% transition time 
was <1 ms. B: Suction pulses extending up to -100 mm Hg in 20-mm Hg steps. Again a rise time of-I 
msec. Note a slight overshoot after the transition, which can be eliminated by increasing the transition time. 

7. Pressure-Clamp Use for Sealing Protocols 

Over the last two decades, the patch-clamp technique has been used on a wide range 
of cell types to address a variety of questions related to membrane transport processes. 
Common to all patch-clamp experiments is the initial tight-seal formation, which is typically 
achieved by mouth-applied suction. Although this procedure is adequate in achieving the 
tight seal, it lacks a certain precision and reproducibility in terms of the mechanical stresses 
applied to the patch. There have been mixed reports concerning the integrity of the membrane
cytoskeleton complex in sealed patches (Milton and Caldwell, 1990; Sokabe and Sachs, 
1990; Ruknudin et al., 1991). However, in the case of voltage- and ligand-gated channels, 
there has been general agreement (with a few exceptions) between results obtained using 
whole-cell, single-channel patch-clamp and conventional intracellular voltage-clamp 
recording techniques. In contrast, with MG channels there are a number of reports that 
indicate specific changes such as the loss of adaptation and sensitivity in MS channel 
properties caused by mechanical stresses associated with either sealing and/or mechanical 
stimulation of the patch (Hamill and McBride, 1992). We have found that using the pressure 
clamp to apply low (less than 1-2 mm Hg) and reproducible pressure/suction protocols for 
tight-seal formation leads to more consistent MG channel behavior in terms of adaptation 
and sensitivity. Perhaps extension of this technique to sealing protocols in studying other 
channels may remove or reduce some discrepancies and variabilities that have been reported 
(see Kimitsuki et aI., 1990; Johnson and Byerly, 1993; Rosenmund and Westbrook, 1993). 
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Chapter 15 

Electrophysiological Recordings from Xenopus 
Oocytes 

WALTER STURMER and ANANT B. PAREKH 

1. Introduction 

1.1. The Oocyte Expression System 

A major goal of electrophysiology is to understand, at a molecular level, how an ion channel 
functions. How does ion permeation occur, how do channels activate and inactivate, how 
does it sense changes in the electric field, and how is the channel regulated? Our understanding 
of these fundamental processes has been severely hampered by the lack of a suitable experi
mental model system. Most cells simultaneously express a plethora of different channels, 
and it is therefore extremely difficult to study one type of channel in isolation. This is usually 
achieved by using complex voltage protocols and solutions rich in ion channel blockers and 
nonpermeant ions, neither of which is likely to be relevant physiologically. Moreover, it is 
not possible to artificially and systematically manipulate the channel gene in an intact cell, 
thereby precluding structure-function characterization. What is needed is a cell that has few 
endogenous ionic conductances and into which the channel under investigation can be 
exogeneously expressed. These criteria are adequately fulfilled by the Xenopus oocyte expres
sion system. Following the key observation of Gurdon et al. in 1971 that foreign RNA 
injected into oocytes could be translated into proteins, Gundersen et at. (1983) and Miledi 
et al. (1983) were the first to demonstrate that a variety of receptors and channels from the 
central nervous system could be functionally expressed in the oocyte. The recent dramatic 
advances in both molecular biology, where proteins can be routinely cloned and mutated at 
specific loci, and electrophysiology (predominantly patch clamp) have combined to produce 
a powerful approach to the study of ion channels. 

1.2. Advantages of the Oocyte System 

1. Hundreds of viable cells can be isolated from a given donor frog. The cells can 
be surgically removed without sacrificing the animal, so one frog can be used 
several times. 

WALTER STUHMER • Max-Planck-Institute for Experimental Medicine, 0-37075 Gottingen, 
Germany. ANANT B. PAREKH • Max-Planck-Institute for Biophysical Chemistry, Am Fassberg, 
0-37077 Gottingen, Germany. 
Single-Channel Recording, Second Edition, edited by Bert Sakmann and Erwin Neher. Plenum Press, New 
York, 1995. 

341 



342 Walter StUhmer and Anant B. Parekh 

2. The cells are quite hardy and can survive for up to 2 weeks in vitro. The cells can 
tolerate repeated impalements of microelectrodes and injection pipettes. Moreover, 
relatively simple facilities are required for maintaining the cells, once isolated. 

3. The cells are big (up to 1.3 mm in diameter) and can be easily injected with DNA, 
RNA, as well as membrane-impermeable drugs. 

4. The oocytes faithfully express foreign RNA that has been injected into them. 
5. The oocyte has only a few endogeneous channels (the major one being a Ca2+

activated CI- channel), which usually carry only a small fraction of the current 
expressed. This permits a particular channel to be studied in virtual isolation. 

6. Macropatch recordings are possible in oocytes. These enable low-noise, fast-clamp 
patch recordings of many channels that cannot be obtained using other expression sys
tems. 

7. Expression cloning into oocytes greatly speeds up the purification and isolation of 
RNA for a desired protein. Separating total brain RNA, for example, in fractions on 
the basis of size followed by injection of each fraction enables the rapid location of 
the protein's RNA to a particular band size. 

1.3. Disadvantages of the Oocyte System 

1. Because of its large size, whole-cell patch-clamp experiments, where one can control 
the intracellular ionic composition by dialysis across the patch pipette, are not pos
sible. 

2. The endogenous channels, although few, can interfere with current measurements if 
they are small (e.g., gating charge or mutants having little expression). 

3. Posttranslational modifications may be different in the oocyte compared with the 
native cells. Hence, channels may actually function differently in their native environ
ment. 

4. In some laboratories, oocytes exhibit seasonal variation such that channel expression 
and ability to obtain seals are more difficult in the summer months. 

5. It should be borne in mind that Xenopus is an amphibian, and the cells should only 
be studied at room temperature (18-22°C). At higher temperatures, the cells rapidly 
deteriorate. Most channels and receptors that are expressed in the oocyte are of 
mammalian origin. Since certain processes depend critically on temperature (oscilla
tions in cytosolic free Ca2+, rates of activation and inactivation of channels), experi
ments on oocytes may not be of physiological significance with respect to the cells 
from which the protein is derived. 

Despite these limitations, the oocyte continues to be a useful and convenient expression 
system. Indeed, certain measurements (nonstationary gating analysis) are possible only in 
the oocyte. 

In this chapter, we will first describe procedures for isolating and injecting cells followed 
by details of the recording techniques. The former have been covered extensively in recent 
reviews (Methfessel et ai., 1986; Stlihmer, 1992), and therefore we will give only a brief 
overview in terms of a general introduction and summary of the techniques involved, 
extending into more recent developments such as the macropatch, cut-open oocyte, and the 
giant patch technique (see also Chapter 13, this volume). 
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2. Procedures and Techniques 

2.1. Isolation of Single Oocytes 

2.1.1. Stages of Oocytes 

Xenopus oocytes can be crudely classified into three developmental stages: first, imma
ture cells; second, mature (arising from immature cells that have re-entered meiosis by 
lutenizing hormone-induced release of progesterone from the surrounding follicular cells). 
In the oviduct meiosis is stopped, and the cells are now termed eggs. The final stage is 
fertilization, occurring when the egg is inseminated. 

The immature cells are widely used for expression of channels and receptors, and 
therefore we will restrict our discussion to this type. 

Immature cells have six developmental stages: stages I to VI (Dumont, 1972), the latter 
stage being the fully grown one (1.2-1.3 mm diameter). Stages I to III are small and lack 
demarcation between the animal and vegetal pole. At stage IV, separation between the dark 
brown animal pole (with a high concentration of melanin-containing pigment granules) and 
the cream/white vegetal pole is clear, although some pigment is still associated with the 
latter. The poles are well defined in the large stage V and VI cells. The oocytes are surrounded 
by several structures. From proximal to distal, these are the vitelline membrane (which must 
be removed for patch-clamp experiments), the follicular layer (in which the follicular cells 
communicate with the oocyte through gap junctions), and a connective tissue layer (the 
theca), in which the innervation and vasculature are located. To study implanted channels 
and receptors or even endogenous currents to the oocyte, it is necessary to remove the 
surrounding structures. This is because, first, it will provide better access of solutions and 
drugs to the oocyte itself and, second, it is mechanically difficult to drive low-resistance 
electrodes through all the intervening cells into the oocyte. Instead, high-resistance (small 
diameter) electrodes would be needed, and this will increase the membrane time constant 
for charging (see below). Third, the follicular cells can affect the properties of the oocyte 
through gap junctions. Ca2+ and second messengers readily pass through. Moreover, follicular 
cells themselves are not inert but contain receptors (e.g., angiotensin m and channels (delayed
rectifier K type), which will clearly complicate interpretation. 

Removal of the follicular layer by enzymatic treatment is described in detail later. 
Because of the large size of stage V cells, only simple arrangements are required for 

injection of RNA, and the cells can tolerate repeated impalements with microelectrodes and 
patch pipettes. This no doubt explains why this stage is generally chosen for the injection 
of channel-encoding RNA. One main drawback, however, is that the time constant (t) of 
charging the membrane capacitance is slow for big cells, which have a large capacitance 
(C,J. This is because t is related to Cm by the simple relationship: t = R • . Cm where R. is 
the series resistance (determined largely by the electrode resistance). For channels that activate 
and inactivate very quickly, important kinetic information is therefore lost during the settling 
time of the clamp. This can be reduced by use of stage III cells, where an eightfold decrease 
in capacitance and hence speed of the clamp has been reported (Krafte and Lester, 1992). 
Stage III oocytes are more difficult to handle though, and require specialized techniques for 
injection of RNA. 

One further area of concern with stage VI oocytes is that they possess numerous 
microvilli and cristae. Dascal (1987) has estimated that the specific membrane capacitance 
is around 4-7 j.LF cm-2, if one assumes that the oocyte is a perfect sphere. This is much 
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larger than the usual 1 J.LF cm-2 estimated for most other cells and would suggest that the 
oocyte is not a perfect sphere but instead possesses numerous microvilli, which dramatically 
affect membrane surface area. If channels are expressed on microvilli and other evaginations, 
and there is no a priori reason against this, then not only will the clamp settling speed be 
slower, and this part of the plasma membrane may not be adequately space clamped, but 
also kinetic properties of the channel may change in addition to ion accumulation effects 
affecting the equilibrium potential. In a cell-attached patch on such a membrane, inactivating 
channels (depending on the location) will inactivate at different rates after a step change in 
the clamp because of spatial voltage inhomogeneities, and this will manifest itself as a slowly 
or even partially noninactivating macroscopic patch current. On excision, where contacts 
with the cytoskeleton and other cytoplasmic components are lost, the microvilli may "open 
out" and relax such that the clamp speed is faster and more uniform. The macroscopic current 
will now look rather different and more accurately reflect the properties of the channels 
themselves. This "microvilli" effect will have a relatively slow onset (probably on a tens of 
seconds to minutes time scale) and should be borne in mind when slow changes in current 
are followed in excised patches. On the other hand, interactions with the cytoskeleton 
might also affect channel performance, and the question arises as to' what is the more 
physiological situation. 

Another interesting property of stage VI oocytes relates to ion channel distribution. 
Ca2+ -dependent CI- channels, which are endogenous to the oocyte, are found in high density 
at the animal pole (Lupu-Meiri et al .• 1988). Hence, the oocyte has the intrinsic ability to 
target integral membrane proteins to specific regions. It follows, therefore, that channel 
density may not be constant but fluctuate. Indeed, following expression of certain K+ channels, 
some patches have no current at all, whereas others have large ones, indicating channel 
confinement to hot spots (Peter et al., 1991). One may have to use several pipettes on an 
oocyte before locating the region with many channels. Moreover, if channel density is too 
high, it becomes rather difficult to obtain single-channel recordings. One way around this 
would be to dilute the RNA so expression is reduced. Not all channels are clustered, though. 
Na+ channels seem to be rather uniformly distributed, as may be the Ca2+ influx pathway 
activated by emptying IP3 stores (Girard and Clapham, 1993). 

2.1.2. Maintenance of Xenopus laevis 

The South African clawed frog, Xenopus laevis. can now be obtained commercially 
from several international companies based in America, Europe, and Japan. On ordering 
frogs, our experience is that larger ones tend to produce better oocytes than smaller ones. 
Once obtained, the frogs are relatively simple to keep. The main concerns are temperature 
and light control as well as treatment of the water. Although frogs can withstand large 
variations in temperature, the quality of the cells decreases as temperature is raised. Ideally, 
the frogs should therefore be maintained below 20°C. Furthermore, the frogs should be 
exposed to a continuous light-dark cycle of 12 hr each. For unknown reasons, this is important 
for the viability of the cells. Frogs are also sensitive to chlorine and chloramine (a mixture 
of NH3 and CI2), both present in tap water. These can be removed using high-purity carbon 
or Barnstead organic cartridge filters. 

2.1.3. Operation 

Oocytes can be surgically removed from the frog without the animal needing to be 
killed. First, a healthy-looking frog is selected that has not been operated on for at least 4 
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weeks. The frog is then placed in a polystyrene box (about 30 X 25 X 20 cm) that contains 
an ice/water slurry of about 1:1. It is important to have the lid secured tightly (by a heavy 
object. for example) to prevent the frog from escaping. The cold water slows down the 
metabolism and makes the frog "drowsy". After 15-20 min, the frog is then transferred to 
an ice/water slurry containing anesthetic. We routinely use the methane sulfonate salt of 3-
aminobenzoic acid ethyl ester (tricaine from Sigma; 1.5 gil) because it is easily soluble and 
can be used repeatedly if stored at 4°C between uses. Around 20-30 min exposure to the 
anesthetic is usually sufficient (depending on the size of the frog). The extent of anaesthesia 
can be tested in several ways, including the ability to right itself when placed on its back 
and the reflex dilation of the hind foot on stroking. 

Once anethesized, the frog is placed on its back on a tray containing ice, and a tissue 
paper (immersed in anesthetic) can be draped over the head. This ensures that the frog does 
not awake during surgery. A small abdominal incisure is made with a sharp razor blade, and 
the underlying fascia is also cut. Parts of the ovaries can usually be seen, and bundles of 
oocytes are gently teased out with forceps. As the clumps of cells are extracted, they should 
be cut into small pieces of around 20-50 cells before being placed into Ca2+ -free Barth's 
medium (composition given in Section 2.2.3). After enough cells have been removed, the 
remaining ovary is pushed back into the abdomen, and the excision is closed. First the fascia 
is stitched together, and then the skin is closed. If the fascia is not properly sutured, there 
is a high chance of infection. The frog is then briefly washed under tap water in order to 
wash out anesthetic and then transferred to a container containing only water. It is vital that 
the level of water is not deep enough to drown the frog, since it is slowly recovering from 
anesthesia, and frogs are air breathers. Once the frog has recovered, it should be transferred 
to a tank and allowed to recuperate for a couple of days before it is returned to the colony. 
This is necessary in case the frog becomes infected shortly after operation and could transmit 
this to the other frogs. 

2.1.4. Isolation 

The oocytes extracted from the ovary consist of many cells held together by connective 
tissue and are each surrounded by follicular cells. For both injection and recording, it is 
necessary to isolate each oocyte. If a small number of cells are required, this can be done 
manually either by dissecting away the surroundings with microscissors or pulling them off 
with forceps. This is too laborious if many cells are needed, and enzymatic treatment is 
therefore preferable. Collagenase is widely used for this purpose. Prolonged exposure is 
deleterious, and therefore the time in collagenase must be monitored carefully. Moreover, 
collagenase is usually impure, and it is necessary to test different batches to find the ideal 
conditions for each one. We use 3 mglml type II collagenase (from Sigma) for 3 h in Ca2+ -
free Barth's medium at 20°C. The oocytes are immersed in this solution as small clumps of 
cells (20-50) and then placed in a shaking bath at room temperature. The dissociation can 
be followed by withdrawing cells at different times by means of a blunt Pasteur pipette and 
observing them under the microscope. Some groups use collagenase in Ca2+ -containing 
Barth's medium. Since Ca2+ activates proteases, the time of incubation is usually briefer 
(around 1 h) and should be carefully monitored. Our impression is that a larger fraction of 
healthier cells are obtained using Ca2+ -free solution. Once the dissociation is complete, the 
cells should be washed thoroughly in Ca2+ -free solution to remove both the collagenase and 
lysed cells before Ca2+ is readmitted as normal Barth's medium. Healthy cells can be observed 
under a microscope and generally appear as round cells with smooth, homogeneous dark 
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brown and white hemispheres. Collagenase treatment sometimes does not wholly remove 
the follicular layer, but this can easily be done by means of forceps. For injection, the large 
stage VI cells are widely used. 

2.2. Injection of OOCytes 

2.2.1. Sources of RNA 

The RNA injected into the oocyte can be total tissue RNA, poly(A) mRNA extracted 
from tissue samples, or cDNA-derived mRNA (cRNA). Care is also needed in handling and 
storage of the RNA. It is beyond the scope of this review to describe how such RNA is 
prepared, but interested readers should consult recent reviews by Snutch and Mandel (1992), 
Goldin and Sumikawa (1992), and SWhmer, (1992). Instead, we would like to mention briefly 
a few pertinent points concerning each source. 

Although total and poly(A) mRNA isolation requires less preparation than cRNA, it 
has drawbacks. First, the desired mRNA will be only a small fraction of the total RNA, 
hence reducing the expression of protein under interest [although size fractionation of poly(A) 
mRNA can increase the relative amount of desired mRNA]. Second, other proteins will be 
translated in addition to the protein of interest. For example, suppose we are interested in 
expressing a Na+ channel from Purkinje fibers and therefore inject total Purkinje mRNA. 
On depolarizing the oocyte, the total current will reflect not only the Na+ current of interest 
but all other voltage-dependent channels expressed in the Purkinje fiber. One would need 
appropriate ionic conditions and pharmacological inhibitors to isolate the Na+ current. Third, 
structure-function characterization will not be possible, since one is not mutating a spe
cific mRNA. 

Injection of cRNA is more elegant. but even this approach is not free from criticism. 
Most channels do not consist of a simple subunit or multimers of a single component (which 
would be induced in cRNA experiments) but instead are heteromeric. Dihydropyridine
sensitive Ca2+ channels have in aja2P'Y8 stoichiometry, adult nicotinic ACH receptors (a)2p8e 
and even the Na+ channel has a P subunit (important for inactivation) in addition to the pore
forming a subunit. Conclusions drawn from studies of cRNA encoding one component of 
a channel may be of little relevance to the situation in the native cell. 

2.2.2. Injection of RNA 

In handling mRNA, extreme care must be used at all stages to prevent contamination 
with RNases and to prevent particles from clogging the injection pipettes. RNase exposure 
can be reduced by using sterile conditions (e.g., wearing gloves), baking all glassware, and 
using doubly distilled autoclaved diethyl pyrocarbonate-treated water for all solutions. To 
precipitate particles present in the RNA solution, the RNA is centrifuged at 25 g for 10 min 
at 4°C. Before spinning, the RNA should be allowed to thaw for a couple of minutes, since 
it ought to be stored at -80"C in silanized Eppendorf tubes. 

Shortly after centrifugation, the RNA should be transferred to the injection pipette. This 
is a two-step process in which RNA is first taken from the Eppendorf into a capillary and 
then passed on to the injection pipette. Capillary tubes such as transpipettor tubes (disposable 
micropipettes, Brand, Malsfeld, Germany) can be used. The tubes should be baked for 2 hr 
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at 180°C to remove RNases, and it is helpful but not essential to silanize them. Once baked, 
the capillaries should be wrapped in silver foil and stored under sterile conditions until used. 

The RNA is taken up into the capillary via a micrometer-controlled syringe containing 
mineral oil (to reduce the air-filled space in the syringe and associated tubing). Injection 
pipettes should be prepared shortly before use. We use a two-pull protocol on a standard 
patch pipette puller (Narashige, Tokyo, Japan) and 2 mm OD borosilicate glass (Hilgenberg, 
Wertheim, Germany). The current of the second pull should be quite strong so as to pull a 
finely tipped pipette possessing a long, thin shank. This enables a reasonable estimate of the 
volume injected, and one can be certain that the cell has indeed been injected by monitoring 
the displacement of the meniscus in the injection pipette. The tips of the pipettes are broken 
under a microscope until the opening diameter is around 5-10 j.Lm. Obviously, the broken 
tip will be jagged and sharp and can easily rupture the oocyte. This is prevented by fire 
polishing and pulling out a sharp tip. To do this, a microfilament with a droplet of molten 
glass is brought close to the pipette. The pipette is then allowed to touch the hot microfilament 
but then is drawn away rapidly. This results in a sharp, needle-like tip and smoothing of the 
jagged rim by radiation heat. If the tip is too small or big, it can easily be rebroken and the 
process repeated. If the pipette is prepared shortly before use, the heat of the pulling process 
as well as that from the microfilament are sufficient to inactivate RNases. The pipettes can 
be stored in a pipette holder (as for patch pipettes) with a lid to prevent dust from soiling 
the tips. 

The injection pipettes are then affixed to a hand-driven coarse manipulator, allowing 
movement in three dimensions. The open end of the pipette (opposite to the tip) is connected 
to a simple syringe by silicone tubing. Filling of the pipette with RNA occurs under a 
microscope. The pipette tip is maneuvered close to the capillary tube. A droplet of RNA is 
driven out of the capillary by the micrometer-controlled syringe. The pipette is carefully 
inserted into this droplet and filled by suction. Only a fraction of the RNA should be drawn 
out (ca. 200 to 500 nl), which is sufficient for injecting around five to ten cells. This is a 
safety mechanism should the pipette tip clog during injection, which would render the RNA 
in the pipette unusable. The RNA remaining in the capillary should be drawn back a few 
millimeters into the tube to reduce evaporation of water from the RNA solution. Following 
injection of RNA, more RNA is drawn out of the capillary, and the process is repeated. 

It is essential to fix the oocytes during injection, because they have a tendency to move 
away as the pipette touches them. To achieve this, one can carve grooves into a thin perspex 
plate fitted to the bottom of the injection chamber or use a scratched petri dish or even one 
covered with silicone or agar. Fixing of the cells occurs by lowering the solution level in 
the chamber such that surface tension holds the cells in the grooves. 

Simple manual syringe systems (which we use) or specially constructed injection 
machines (e.g., Eppendorf microinjectors or Drummond injectors) can be used. The latter 
are useful when many cells are to be injected. 

For handling of oocytes, Pasteur pipettes are helpful. The tips are broken (to increase 
tip size) and then fire polished to smooth out the rim. 

2.2.3. Incubation 

After injection, the oocytes are incubated in Barth's medium of the following composition 
(mM): 84 NaCI, I KCI, 2.4 NaHC03, 0.82 MgS04, 0.33 Ca(N03h, 0.41 CaC12, 7.5 Tris
HC1, pH 7.4. The antibiotics penicillin/streptomycin (100 Uml-1) and gentamycin (50 mgml-1) 

are also added. The cells are stored at 19°C in small petri dishes, and the solution is changed 
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daily. During this latter process, the cells should be inspected daily under a microscope, and 
unhealthy ones discarded. 

Ca2+ -free Barth's medium (for collagenase treatment) is simply the above solution 
without Ca(N03)2. 

2.3. Recordings 

2.3.1. Voltage Clamp 

The simplest electrophysiological measurements from oocytes are two-electrode voltage
clamp recordings in which the membrane potential is clamped at a desired value. Following 
a stepwise change in membrane potential, an initial capacitative current (leap) will flow that 
charges the membrane capacitance such that the voltage at time t after the step approaches 
the desired voltage Vr with an exponential time constant t: 

-til 
Vr=Vr(l-e ) 

where t = RC. The total current that flows will be determined by leap and currents associated 
with voltage-gated proteins (e.g., channels). For ion channels, the current will reflect both 
gating (from molecular rearrangements in the new electric field) and ionic (from ion perme
ation across the channel pore) components. 

Since leap = CdVldt, once the potential is clamped, no capacitative current flows. Hence, 
leap flows only during the membrane-clamping process. Since many channels (e.g., Na+) 
activate and inactivate quickly (100 msec), it is imperative that the clamp settle very quickly. 
This is the major limitation with voltage-clamp recordings in oocytes. Because of their large 
size (and therefore capacitance), several milliseconds are required for the membrane to be 
adequately clamped to the desired value. Ways to increase the speed of the clamp and another 
recent technical advance (the cut-open oocyte technique) are discussed later. 

In two-electrode voltage-clamp recording from oocytes, one intracellular electrode mea
sures the membrane potential (the voltage electrode), and the second (current electrode) 
passes sufficient current to maintain the desired voltage clamp, using a feedback circuit. The 
amount of current passed through the current electrode is determined by the discrepancy 
between the membrane potential and the command potential (the desired value). When these 
two are equal, no current flows through the current electrode. The current through the current 
electrode is the measured parameter and can be monitored either as the current flowing to 
ground through the current-grounding electrode (using a virtual-ground amplifier) or simply 
as the current flowing through the current electrode. Currents passing to ground through the 
ground electrode will induce small polarizations in the bath such that it is not actually at 
ground potential. To compensate for this, it is necessary to have a voltage bath electrode so 
that the actual membrane potential is taken as the difference between the oocyte potential 
and the bath potential. 

To produce changes in membrane voltage, a pulse generator is necessary. This can be, 
depending on the need, a simple waveform generator or a computer-controlled pulse generator. 
The data can be recorded directly onto a simple chart recorder (e.g., Graphtec) if responses 
are slow (it is also useful to simultaneously video-record the data for analysis later) or on 
a computer-based data acquisition system for faster events (see Chapter 3, this volume). 
Electrode pipettes can be easily made from capillary glass containing a thin filament qtat 
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ensures that solution reaches the tip. Our glass is from Clark (Reading, England) types GC 
20TF-lO (thin), GCI50F-lO (medium), and GC200F-15 (thick). We use a two-stage pulling 
process either on a puller that is also used for patch pipettes or on a programmable electrode 
puller (David Kopf Instruments, Tujunga, CAl. It is best to have pipettes with a long, thin 
shank because this inflicts less damage on impaling the cell. On the other hand, long thin 
shanks imply a high electrode resistance. Electrodes can be backfilled with 2-3M KCl or 
0.5 M K,S04 (or aspartate) containing at least 20 mM Cl-. Air bubbles lodged near the tip 
can be removed easily by applying suction through a syringe while observing the tip under 
a microscope. It is best not to fill the electrode with too much electrolyte because the solution 
can overflow into the holder when the silver chloride wire (which makes electrical contact 
with the pipette solution) is inserted. Furthermore, too high a level increases the hydrostatic 
pressure in the electrode and can result in bulging of the oocyte cytoplasm at the site of 
electrode insertion as a result of KCI outflow from the electrode. If the level of solution is 
too low, though, net inflow of cytosol can occur, and this will be seen as an increase in 
pipette resistance (as 3 M KCl is effectively diluted by cytosol). 

During long recordings, it is helpful to wax the end of the pipettes to prevent creep of 
KCl out of the electrode. This is easily accomplished by heating the open end of the pipette 
(prior to backfilling with KC1) in a Bunsen flame and then applying a small amount of dental 
or sticky wax. 

The silver chloride electrode that contacts the electrode solution can be a chlorinated 
silver wire, a silver/silver chloride pellet, or a silver wire immersed in melted silver chloride. 
In all cases, it is vital that the wire be regularly chlorinated to reduce noise and prevent 
exposure of the cell to toxic silver ions. 

Once the electrodes are backfilled, the resistances will be around lO Mo, which is an 
order of magnitude too high for reasonably fast clamping. The tips are therefore broken 
either under a microscope or against the bottom of the chamber. Good resistances should be 
around 0.5-2 Mil (openings of 1-5 11m). The resistance depends on the nature of the 
experiment. Obviously, the lower the resistance, the wider the tip, and hence the larger the 
hole on impaling the cell. This will result in a larger holding current at relatively polarized 
potentials because of nonselective current across the site of penetration. If one is studying 
voltage-gated channels that can yield currents of several tens of milliamperes, then a big 
leak current of even 0.5 I1A is tolerable. On the other hand, second-messenger-regulated 
Ca2+ influx is of the order of 200 nA (Ca'+ -activated Cl- current), and leak currents should 
be no more than 20-30 nA. Most voltage-clamp amplifiers incorporate an electrode resistance 
measurement. The one from Polder (NPI Electronics, Tamm, Germany) reads out the resis
tance even while the microelectrodes are still impaled. 

To reduce electrode capacitance, it is helpful to Sylgard®-coat the microelectrodes along 
the shank (silicone curing agent RTV6l5) and to have a low volume of solution in the bath. 
This also increases the rate of bath exchange when different solutions are perfused. 

Capacitive coupling between the two recording electrodes should also be minimized. 
This can be achieved by shielding the electrodes from each other (a simple grounded metallic 
shield around the current electrode up to the solution surface is adequate), reducing electrode 
capacitance by coating with an insulating material (e.g., Sylgard®), and lowering the bath 
volume. 

Because of their low resistances, the microelectrodes do not clog frequently and hence 
can be reused for several cells. 

Impaling the oocytes is quite straightforward. One way is to carve a groove in the 
chamber that will hold the oocyte in place. Another way is to touch the cell with the current 
microelectrode. As the oocyte starts to recoil away, the voltage electrode is inserted. During 
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this process, the oocyte is held in place by the current electrode. Successful impalement of 
the voltage electrode is easily seen by recording the resting potential. For healthy cells, this 
is in the range of -40 to - 80 m V. Impalement of the current electrode can be easily followed 
with the Polder amplifier through audio tracking (the voltage electrode can also be followed 
with this very convenient system). Otherwise, one follows the current electrode in the current
clamp mode. First the voltage electrode is inserted, and the membrane potential is monitored. 
Small current pulses are applied to the current electrode. On insertion of this electrode, these 
current pulses will trigger small changes in voltage (the size of which is determined by the 
input resistance of the oocyte), which will be picked up by the voltage electrode. On insertion 
of both electrodes, the gain of the feedback loop is set to a low value, and the desired holding 
potential is set. The clamp is then closed. Small (10-m V) voltage steps are applied at potentials 
when the channels do not open, and the capacitive currents are observed on an oscilloscope 
or computer. Compensation of these capacity transients can be achieved by adding the 
differentiated command voltage step with appropriate amplitude and time constant to the 
current trace. Better than 90% compensation can be achieved using two components. The 
Polder amplifier enables compensation to be achieved using three different components. 
Reasonable holding currents to maintain a clamp potential of -80 mVare around -10 to 
-100 nA. Higher holding currents indicate leaky cells. 

For channels with fast gating kinetics, it is important to have a high feedback gain 
because it results in a faster settling time of the clamp (T = RCIA, where A is the gain of 
the amplifier; see above). However, too high a gain evokes oscillations that can irreversibly 
damage the cell. The Polder amplifier has a built-automatic oscillation cutoff feature that 
opens the clamp if the gain is too high. 

The two-electrode voltage-clamp recording system is very stable. We can measure 
currents following repetitive serotonin receptor activation for several hours without the leak 
current at - 80 m V exceeding -40 nA. Also, the cells readily tolerate changes in external 
perfusion. Solution exchange can be continuous and simply gravity driven, with a suction 
pipette to control the level, or manual using a Pasteur pipette. If the latter is used, changes 
in fluid level will change electrode shunt capacitance and hence require readjustment of 
capacitance compensation and neutralization. If an exact control of fluid level is required, 
a fluid-level controller (MPCU, Adams and List, Darmstadt, Germany or Westbury, NY) 
is necessary. 

While recording, it is possible to inject various compounds into the cell. Second messen
gers, ion channel inhibitors, and even proteins have been successfully injected during 
recording. A third manipulator is necessary for maneuvering the injection pipette (which is 
made and filled the same way as RNA injection pipettes). It is not always easy to follow 
impalement and subsequent injection with this third pipette. One way is to see a bulging of 
the oocyte at the site of penetration following injection. The Polder amplifier is particularly 
helpful because one can use the audio tracking system. On impaling with the injection pipette, 
the current electrode normally passes more current, resulting in a change in the pitch of the 
current electrode audio monitor. 

2.3.2. Patch-Clamp Recording 

Both cell-attached and excised patches can be easily obtained from oocytes. Before 
patching, it is necessary to remove the vitelline membrane. This is done manually with 
fine forceps (see Methfessel et al., 1986). The oocyte is placed in a hyperosmotic medium 
(mM): 200 potassium aspartate, 20 KCI, 1 MgCl2, 5 EGTA-KOH, 10 HEPES-KOH, pH 



Recording from Xenopus Oocytes 351 

7.4. After 3-10 min in this solution, the cell shrivels. The vitelline membrane can now 
be observed and be gently teased away from the cell using forceps. Once it is removed, 
the cells are extremely fragile and will easily rupture if mechanically distressed or 
exposed to air. The cells are also very sticky and will adhere to plastic or glass within 
a few minutes, and so they should immediately be transferred to the recording chamber. 

Patch-clamp recordings on oocytes are essentially the same as for other cells in 
that the same amplifiers (EPC-7 or Axoclamp) and data acquisition systems can be used 
(Chapter 3, this volume). One advantage with the oocyte is the ability to obtain 
macropatches. These enable low-noise, fast-clamp patch recordings of many channels. 
Patch pipettes for such patches can be pulled from aluminosilicate glass (e.g., Hilgenberg 
from Malsfeld, Germany) and have opening diameters in the range of 3-8 fJ.m, which 
is around half the size of most mammalian cells. The pipettes should have as small a 
taper as possible to reduce access resistance. Gigohm seals using these big pipettes 
(0.8-2 MO depending on shape and pipette solution) can be obtained routinely, but seal 
formation is generally slow (2-5 min), and less suction is required for seal formation 
than with smaller pipettes (100 to 200 mm H20). Slight depolarization of the patch 
sometimes assists in seal formation. It is also necessary to have filtered solutions in 
both the bath and the patch pipette because dust and other suspended particles can hinder 
seal formation. Slight positive pressure should be applied to the patch pipette (10 to 40 
mm H20) as it is lowered into the bath solution to prevent both exchange of the bath 
and pipette solutions and particles from clogging the pipette tip. If seal formation is 
slow, large omega-shaped patches can form across the pipette tip. These are detected as 
sudden large increases in patch capacitance that cannot be adequately compensated. 
Because of the large depth to which the pipettes are immersed in solution, it is necessary 
to reduce electrode capacitance by coating with a silicone (RTV615) curing agent to 
within 1-2 diameters of the tip. 

Cell-attached macropatches can be easily excised to form inside-out patches. These 
are obtained by rapid withdrawal of the pipette from the oocyte after seal formation has 
occurred. In fewer than 20% of trials is a vesicle formed. With macropatches, though, 
it is usually not possible to rupture a vesicle by brief exposure to air (as can be done 
for smaller patches). It is necessary that the bath composition mimic the cytosol before 
excision because the patches are lost if Ca2+ is present. Standard bath solution for excised 
patches is (mM): 100 KCI, 10 EGTA, 10 HEPES; pH 7.4. Inside-out patches can survive 
for several minutes, but stability can decrease if the bath solution is changed. 

One advantage of oocytes (as is the case with large cells) is that the inside-out 
patch can be reinserted into the cell, a process called patch cramming (Kramer, 1990). 
This reexposes the inside of the patch to the cytoplasm and is extremely useful when 
one is studying the regulation of a channel. On excision, suppose the current rapidly 
runs down, as is the case for the IP3 store depletion-activated Ca2+ current. When the 
patch is crammed back into the cell, the current rapidly reappears. This therefore suggests 
that maintenance of the current requires a cytoplasmic factor. Similarly, patches containing 
RCK4 (Kv1.4) K+ channels inactivate rapidly on excision. However, the channels reactivate 
on being crammed back into the cell, demonstrating a role for the cytoplasm in 
fast inactivation. 

Outside-out patches can also be obtained from macropatches using standard techniques 
as for other cells, but it is somewhat easier if larger-resistance pipettes are used (1.5-2 
MO). Outside-out patches are extremely stable and readily tolerate extensive changes in 
the bath solution. 
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2.3.3. Cut-Open Oocyte 

Two-electrode voltage-clamp recordings have the drawbacks that the clamp speed 
is slow and the intracellular ionic composition cannot be controlled. These problems can 
be circumvented to some extent by the recently developed cut-open oocyte technique 
(Perozo et aL, 1992). Defolliculated oocytes are placed in a perspex chamber that has 
three compartments: top (which is recorded from), middle guard pool, and a bottom one 
for current injection, in which, for internal perfusion, either the cell is exposed to saponin 
or a hole is made into it. The compartments are isolated from each other by vaseline 
seals, as used initially for studies on skeletal muscle and nerve fibers. The principle of 
the recording, described in Perozo et al. (1992), is to record the transmembrane potential 
as the difference between two microelectrodes placed on both sides of the membrane in 
the top compartment and feed the necessary current to maintain the desired potential 
through the bottom compartment. Membrane currents are recorded from the top pool 
and encompass a significant amount of membrane (ca. 500-700 J.Lm in diameter). The 
currents are recorded through a current-to-voltage converter having feedback resistors of 
100 kG to 1 Mil With this clamp, capacity time constants are estimated to be in the 
range of 50-100 J.Lsec hence enabling rapid settling of the clamp and therefore fast 
measurements of channel kinetics. 

An internal perfusion system running through the bottom pool is effective in dialyzing 
the cytoplasm. With a perfusion rate of 5-50 ml min- 1 with a solution lacking K+, K+ 
current is lost within 5 min, demonstrating adequate washout of charge carrier. 

Gating currents can also be easily and reliably measured with two-microelectrode 
recordings in Xenopus oocytes as shown by McCormack et al. (1994). The use of low
resistance electrodes (0.5 MG and below) allows the linear subtraction of capacitive and 
leak currents using standard pIn procedures. The procedure is simple, and the recorded 
current kinetics appear to be similar to those obtained with the cut-open technique. 

3. Endogenous Currents to the Oocyte 

Although the endogenous currents to the oocyte are of low amplitude, they can 
assume importance under conditions where exogenously expressed currents are small. It 
may therefore be fruitful to delineate briefly the endogenous currents and point out ways 
to eliminate them. 

3.1. CaH -Activated CI- Channel 

This is the major current endogenous to the oocyte. Under standard conditions 
(normal frog Ringer outside and voltage-clamp recording), the reversal potential is around 
-25 mV (Barish, 1983). The V-I relationship shows outward rectification, and single
channel conductance is estimated around 3 pS from noise analysis (Takahashi et al., 
1987). In inside-out patches, increasing cytosolic Ca2+ increases open probability, demonstra
ting that an increase in free Ca2+ alone is necessary and sufficient for activating the 
current. In voltage-clamp recordings, the Cl- current shows voltage dependency, but this 
is a result of Ca2+ influx through endogenous voltage-gated Ca2+ channels followed by 
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activation of the CI- channels, since intracellular injection of the Ca2+ chelators EGTA 
or BAPTA or perfusion with Ca2+ -free solution abolishes this effect. 

The Ca2+ -activated Cl- current can be inhibited by intracellular injection (either 
manually through a syringe or iontophoretically or via a pneumatic pressure injector) of 
Ca2+ chelators (EGTA or BAPTA) or pharmacological blockers (e.g., niflumic or flufenamic 
acid (White and Aylwin, 1990). 

3.2. Voltage-Dependent Cal+ Channel 

The endogenous voltage-dependent Ca2+ channel is very small and gives rise to 
about 1 nA whole-cell current. This is almost three orders of magnitude lower than the 
current achieved following exogenous channel expression. The amplitude of the Ca2+ 

current can be increased by using high Ba2+ as the charge carrier and can reach levels 
of around 50 nA. The channel has an unusual pharmacology in that it is relatively 
insensitive to even high concentrations of organic Ca2+ channel blockers' but is potently 
blocked by Cd2+ (ICso = 4 ~M; Lory et ai., 1990). Although the Ca2+ current is small, 
it is amplified through activation of the Ca2+ -dependent CI- channel. This can be easily 
averted either by using external CI- channel blockers or injecting Ca2+ chelators (see above). 

3.3. Pool-Depletion-Activated Current 

As in other nonexcitab1e cells, emptying of agonist-sensitive IP3 internal stores 
evokes a Ca2+ current in oocytes. The current density of this influx pathway is very 
low (100-200 fA in a macropatch), and no single-channel events were observed. Although 
expression of voltage- or ligand-gated channels is unlikely to activate this mechanism, 
it may manifest itself under certain conditions. An increase in cytosolic Ca2+ (by Ca2+ 
influx through voltage-gated channels, for example) can activate phospholipase C, the 
enzyme that releases IP) by hydrolyzing phosphatidylinositol-4,5-bisphosphate. This may 
result in emptying of stores and activation of the current. Similarly, prolonged exposure 
to Ca2+ -free solution (as occurs in certain experiments) could gradually deplete stores, 
thereby activating the current. Although no Ca2+ current would flow (as there is no Ca2+ 

outside), readmission of Ca2+ could result in this current contributing to the total current. 
The pool-depletion current can be abolished either by injecting the IP3 receptor antagonist 
heparin (1 mg ml-1 is supramaximal) or extracellular application of Cd2+ (200 ~ 
is maximal). 

3.4. Stretch-Activated Channels 

These channels are revealed following pressure application to the membrane (McBride 
and Hamill, 1992). They are extremely variable in expression, some batches of oocytes 
having none which others have many. The channels are nonselective and have a conductance 
of about 35 pS. The trivalent cation gadolinium blocks the channels at 10 ~M (Yang 
and Sachs, 1989) but may interact with other channels too. If a patch contains stretch
activated channels, it is probably best to discard the patch and try to find a region 
lacking them. 
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3.5. Na+ Channels 

Oocytes have a very unusual Na+ current that slowly manifests itself only after a 
prolonged depolarization positive to +20 mV for several seconds, suggesting that it is 
depolarization-induced. The current inactivates only marginally during the depolarization 
but deactivates rapidly on hyperpolarization. A subsequent depolarization evokes the Na+ 
current more quickly and at more negative potentials (>20 mY). If hyperpolarization is 
maintained for some time between depolarizing pulses, this Na+ current is lost and 
requires a priming depolarization once again. The Na+ channel is largely insensitive to 
tetrodotoxin, being blocked at 1 mM. 

3.6. K+ Channels 

Depolarization positive to -50 mV evokes a slow outward noninactivating K+ current 
that is only partially affected by TEA. This current is small, around 30 nA at + 10 to 
+30 mY. 

Little is known about the pharmacology of this channel, so it is difficult to abolish 
it. Many healthy oocytes have resting membrane potentials in the range of -70 m V. It 
therefore is apparent that a resting K+ permeability is important for setting the membrane 
potential. However, the properties of this current have not been investigated. 

From the preceding discussion, it is evident that endogenous channel expression 
varies from frog to frog. It is therefore advisable to keep a few uninjected cells from 
each batch and examine the endogenous currents. For example, if one has expressed a 
K+ channel mutant of low conductance, then the macroscopic current will also be small. 
If the batch of oocytes also express an endogenous K+ channel as well, it will be hard 
to resolve the endogenous current from the exogenous one. It would be advisable to 
abandon the experiment and take oocytes from another frog. 

4. Applications 

We would like to end this chapter by briefly describing how a few recent applications 
of the oocyte expression system has advanced our understanding of certain key physiologi
cal issues. 

4.1. Properties of Ion Channels 

Ten years ago, when the first edition of this volume appeared, no ion channel had 
been cloned. In the last decade, not only have a whole variety of channels been cloned, 
but elegant mutation work has revealed the amino acids that are involved in activation, 
inactivation, and lining the pore. Indeed, it has even been possible to alter the selectivity 
of several channel types into others by single point mutations. We are beginning to 
understand, on a molecular level, how a channel functions. This will be of tremendous 
benefit clinically, since a detailed molecular understanding opens the way for logical 
pharmacological intervention and hence therapeutic treatment of such debilitating disorders 
as cystic fibrosis and hyperkalemic periodic paralysis. 
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4.2. CaZ+ Signaling 

A variety of hormones and neurotransmitters link to IP3 production, which subsequently 
releases Ca2+ from internal stores. In most nonexcitable cells, Ca2+ release is followed 
by a plateau of elevated Ca2+, predominantly as a result of Ca2+ influx across the plasma 
membrane through a pathway not gated by voltage yet somehow activated by emptying 
of IP3-sensitive stores. One major unresolved question in cellular physiology is the nature 
of the signal that activates Ca2+ influx after emptying stores. Although it is not yet 
identified, patch-cramming experiments in oocytes show that the signal is a diffusible 
messenger released after emptying stores. Following depletion of stores, a Ca2+ current 
is observed in cell-attached patches. Excision (now inside-out) results in rapid rundown 
of this current. If the patch is then crammed back into a different region of the membrane, 
far from where it was excised, the current rapidly recovers (Parekh et al., 1993). Hence, 
the signal for activating this current is not localized but diffused below the membrane. 

4.3. Secretion 

The last year alone has seen a dramatic increase in the number of proteins thought 
to be involved in secretion. However, few of these molecules have been attributed a 
function. An elegant approach to address this has been devised by Alder et al. (1992). 
The tactic was to inject total tissue RNA from a secretory cell into the oocyte in the 
hope of recreating regulated exocytosis. Following injection of total cerebellar mRNA, 
secretion (monitored through 3H-glutamate release) was evoked in a Ca2+ -dependent 
manner. Having established the oocyte system as a good assay for secretion, they were 
able to test which proteins were actually involved in secretion by injecting antibodies 
or antisense oligonucleotides to specific proteins. This approach revealed the key role 
of synaptophysin, for example. Although such experiments do not reveal the sequence 
of proteins in the secretory pathway, they convincingly demonstrate whether a protein 
indeed has a functional role. It is clear that this approach will be of widespread use to 
a variety of biochemical pathways. 
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Chapter 16 

Polymerase Chain Reaction Analysis of Ion 
Channel Expression in Single Neurons of 
Brain Slices 

HANNAH MONYER and PETER JONAS 

1. Introduction 

The study of gene expression and regulation in the central nervous system (CNS) is a daunting 
task because of the diversity of neuronal phenotypes and the complexity of many protein 
classes. Molecular cloning revealed the presence of a large number of different protein 
families in the CNS, each comprising several members. Ligand-gated ion channels may serve 
as an example to illustrate this point (for review, see Unwin, 1993). Heterologous expression 
combined with electrophysiological analysis suggests that ligand-gated channels are 
multimeric proteins with functional properties depending on the subunit composition. Very 
little is known, however, about how the functional properties· of the recombinant and native 
receptors relate to each other. Thus, it is of eminent importance to elucidate the subunit 
expression profile in different types of neurons in the CNS and to correlate this with the 
functional properties of the native receptors. 

Many of the predictions about basic mechanisms of ligand-gated channel operation are 
based on the insights that many years of study on the nicotinic acetylcholine receptor of 
muscle endplate have yielded. The subunit composition of this channel is well defined, 
consisting of a pentameric arrangement of four different subunits. Although molecular homol
ogy points to a similar architecture of other ligand-gated channels, e.g., the GABAA, glycine, 
and glutamate receptors, the exact subunit stoichiometry of these receptors has remained 
unknown. Mutational analysis argues for the existence of modules in equivalent positions 
in each subunit that critically determine functional properties such as conductance, ion 
selectivity, or gating properties. 

As indicated by in situ hybridization and immunocytochemistry, different receptor sub
units have a distinct yet overlapping expression pattern. These studies permit predictions 
about the subunit composition of the receptor channels in different neuronal populations. 
Yet it is at present not feasible to colocalize the large number of receptor subtypes at the 
level of a single cell by in situ hybridization or immunocytochemistry. An additional problem 
resides in the low expression levels of several mRNAs and the restricted expression in 
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subpopulations of cells. Technical limitations of the methods employed so far have precluded 
the direct correlation of the functional properties of receptors expressed by a living neuron 
with the subunit expression profile of the same cell. 

The following recently developed techniques have enabled us to correlate biophysical 
ion channel characteristics of a defined cell type in a brain slice preparation with specific 
expression patterns of mRNAs coding for particular channel subunits: 

1. Infrared differential interference contrast (IR-DIC) videomicroscopy (Dodt and 
Zieglgllnsberger, 1990; see Chapter 8, this volume) allowing identification of a cell 
in a slice preparation and visually controlled harvesting of the cellular content. 

2. Channel characterization using fast application of agonists to excised membrane 
patches (for a review on this method, see Chapter 10, this volume). 

3. Single-cell polymerase chain reaction (PCR) analysis based on a method described 
by Lambolez et al. (1992) in cultured neurons (see also Bochet et ai., 1994). 

2. Cell Identification, Recording, Harvesting, and ExpeHing 

The resolution provided by infrared difference interference contrast (lR-DIC) videomi
croscopy (see Chapter 8, this volume) allows us to identify visually different types of 
neurons in brain slices on the basis of location and morphological appearance. For example, 
interneurons and principal neurons can be easily distinguished in different regions of the 
CNS. This is illustrated for neocortical nonpyramidal and pyramidal cells in Fig. 1. 

2.1. Whole-Cell Configuration 

The first step in harvesting the cytoplasm of a single cell for subsequent PeR analysis 
is to establish a whole-cell recording configuration. Patch pipettes with comparatively large 
tips should be used to allow aspiration of as much cytoplasm as possible. Depending on the 
size of the cell type investigated, pipette resistances between 2.5 MO (e.g., for comparatively 
small neocortical nonpyramidal interneurons) and <1 MO (e.g., for large neocortical layer 
V pyramidal cells; Jonas et at., 1994) are appropriate. Thick-walled borosilicate glass tubing 
is favorable (2 mm outer diameter, 1 mm inner diameter), since gigohm seals form more 
readily than with thin-walled glass. Pipettes with large tips can be most easily obtained using 
microprocessor-controlled electrode pullers with horizontal design, e.g., the DMZ puller 
(Zeitz, Augsburg, Germany) or the Flaming-Brown P-97 puller (Sutter Instruments, 
Novato, CA). 

Several precautions have to be taken to avoid contamination of the harvesting pipette by 
RNA-degrading enzymes, which could be a source of failure in single-cell PCR experiments: 

1. The glass tubing of which the pipettes are fabricated has to be heated prior to pulling 
(200°C, 4 hr). In our hands, heating is better than autoclaving, since we find it 
difficult to obtain gigohm seals with autoclaved glass. 

2. New pipette solution is made up and autoclaved before every experiment. The 
intracellular solution we routinely use for single-cell PCR experiments contains 
(mM): 140 KCI, 5 EGTA, 3 MgCh, 5 HEPES, pH adjusted to 7.3 with KOH. Solutions 
containing ATP cannot be used because ATP decomposes during autoclaving. The 
choice of the predominant monovalent cation in the solution does not appear to be 
critical: K+ ions may be replaced by Cs+ ions if outward currents through K+ channels 
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Figure 1. Harvesting the cellular content A-D: Harvesting of cellular content as observed in the living slice 
using IR-DIe videomicroscopy. Nonpyramidal cell (layer IV; A,C) and pyramidal neuron (layer V; B,D) in 
a neocortical brain slice before (A,B) and after harvesting (C,D). E: Patch pipette with harvested material. 
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need to be suppressed. The pipette solution is filtered through disposable 0.2-J.1m 
filters (Schleicher and Schuell). The pipette tip is filled with solution by suction. 
Subsequently, the end of the pipette is heated using a Bunsen burner (to bum off 
contaminating material), and the pipette is backfilled with 8 J.11 solution using a 
variable microliter pipette and autoclaved tips (GELoader, Eppendorf, Hamburg, Ger
many). 

3. It is recommended that the electrode holders be taken apart and cleaned regularly 
in ethanol or methanol. Additionally, the silver wire providing the electrical connec
tion to the intracellular solution should be rechlorided electrochemically before 
each recording. 

4. Pipettes, holders, and solutions should be handled only with forceps and gloves 
(preferentially powder-free). 

When the cell body is approached with high positive pressure (about 80 mbar; "blow 
and seal," see Chapter 8, this volume), the seal forms rapidly when the pressure is released, 
presumably because the membrane swings back toward the pipette tip. Subsequently, the 
whole-cell configuration is reached by breaking the patch membrane usiug a pulse of suction. 
Apart from being a kind of "precursor" configuration for the harvesting process, a number 
of electrophysiological measurements can be made before the cytoplasm is aspirated into 
the patch pipette. For example, it is possible to determine the impulse pattern of a neuron 
under current-clamp conditions. This has proven to be a useful criterion in identifying 
GABAergic interneurons in brain slices. Apart from their characteristic morphology, these 
neurons typically show fast-spiking responses to the injection of sustained depolarizing 
currents (Jonas et ai., 1994). The recording of voltage-activated currents or synaptic currents 
under voltage-clamp conditions is also possible. These measurements, however, suffer from 
voltage- and space-clamp problems generally inherent in whole-cell recordings from neurons 
in brain slices. 

To study the kinetic properties of ligand-gated ion channels, fast application of agonists 
using isolated patches rather than whole cells is required (see Chapter 10, this volume). It 
is almost impossible, however, to perform fast application and harvesting in one step using 
the same pipette. With small pipettes ideal for fast application experiments, it is difficult to 
harvest enough material; with large pipettes ideal for harvesting, it is difficult to obtain stable 
outside-out patches. In addition, the RNA harvested into the pipette is likely to be degraded 
during the electrophysiological experiment. We thus prefer a two-step procedure to combine 
fast application and the PCR technique. First, an outside-out membrane patch is isolated 
from the cell soma using a 3- to 5-Mfi recording pipette. Different agonists, e.g., glutamate, 
can be applied rapidly to this patch. Subsequently, a second gigohm seal is formed on the 
same cell, using a larger (1-3 Mfi) harvesting pipette. So far, these patch and harvesting 
experiments appear to be restricted to cells with relatively large soma size, e.g., pyramidal 
cells or basket cells in hippocampal dentate gyrus, which can be patched more than once. 
The isolation of the outside-out patch prior to harvesting the cytoplasm reduces the success 
rate of the subsequent PCR amplification only slightly. 

2.2. Harvesting of Cell Content 

After the whole-cell configuration has been established, the cell content can be harvested 
into the patch pipette by applying negative pressure (about 50 mbar) to the pipette interior 
(Fig. 1). It is advantageous to control the aspiration of cytoplasm visually using IR-DIC 
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videomicroscopy and at the same time to monitor the access resistance and the input resistance 
of the cell electrically. The flow of the cellular contents into the tip of the harvesting pipette 
is clearly visible in the IR-DIC image. In most cases, however, the cell nucleus soon gets 
stuck at the patch pipette tip, precluding further harvesting of cytoplasmic material. This can 
be observed in the IR-DIC image and can be also inferred from a sudden increase of access 
resistance. To aspirate more cytoplasm, the nucleus has to be harvested into the pipette by 
increasing the suction up to 200 mbar. The movement of the nucleus needs to be watched 
carefully because, although initially very slow, it becomes faster with time. When about half 
of the nucleus is in the harvesting pipette, suction must be released quickly to avoid destroying 
the cell. Once the nucleus has passed the pipette tip, only very slight suction (about 20 mbar) 
is sufficient to harvest the remaining cytoplasm. If the harvesting is performed carefully, the 
input resistance of the cell does not change much; occasionally it is even possible to obtain 
an outside-out membrane patch when the harvesting pipette is slowly withdrawn from the 
cell. The entire harvesting procedure takes about 3 min. Debris that occasionally attaches to 
the outer side of the harvesting pipette should be removed by passing it throu~h an air-fluid 
interface (repeatedly if necessary). 

Cells should be used for subsequent PCR analysis only when the gigohm seal had 
formed easily and remained intact until the very end of the aspiration procedure. This ensures 
the harvesting of the cytoplasm of the selected cell, precluding contamination by adjacent 
material. About 50 control experiments were performed to exclude the possibility of contami
nation. Pipettes were advanced into the slice and taken out again without obtaining a gigohm 
seal and without harvesting of cellular content. These control pipettes never gave any PCR 
amplification product, provided that no material was. attached to the outer side of the pipette. 
In two cases where debris remained attached, however, a false-positive control was obtained. 
It is therefore strongly recommended that cells be rejected when the outer surface of the 
harvesting pipette is not clean. 

2.3. Expelling 

The contents of the patch pipette are expelled into a PCR tube using high positive 
pressure (4 bar). We use a home-made device (expeller, Fig. 2A) to precisely position the 
pipette and the reaction tube with respect to each other. The PCR tube is held in a clamp 
on one side and can be moved up or down using a small translation stage. The harvesting 
pipette is held in a clamp on the other side and can be moved back and forth as well as in 
the axial direction. After harvesting of the cellular content, the reaction tube containing 2.5 
JLI of primer/dNTP mix and dithiothreitol (see below) is mounted onto the expeller. The 
harvesting pipette is connected to a nitrogen gas tank (via tubing and a gas filter) and is also 
mounted. A solenoid-driven valve and a footswitch is used to time the pressure application. 

Under visual control provided by a lOX binocular microscope, the harvesting pipette 
tip is placed exactly into the small drop of solution contained in the reaction tube (Fig. 2B). 
Care should be taken not to break the patch pipette at this stage. Subsequently, pressure is 
applied to the patch pipette interior. The contents of the tip (which represents only a small 
fraction of the total volume in the pipette but contains the majority of harvested material) 
is thereby ejected directly into the reaction tube. After about 10 sec, the harvesting pipette 
is moved a bit further in the axial direction until it gently touches the bottom of the tube 
and breaks to a diameter of about 5 JLm, and the total volume in the pipette (about 8 JLI) is 
ejected within about 10 sec (Fig. 2C). The procedure described ensures that the harvested 
material is expelled completely and that it is freely accessible to all reagents in the tube. 
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Figure 2. Expelling. A: Device used for expelling the pipette content. The peR tube is mounted on the left: 
the harvesting pipette is held in a clamp on the right. The tubing connecting the pipette with the gas tank 
is also visible. B,C: Harvesting pipelte before (B) and after (C) expelling of the cellular content. 
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Early breaking of the patch pipette is not recommended because the harvested material 
remains covered by glass and thus is largely inaccessible for the reverse transcriptase. 

3. Molecular Analysis of mRNA Expression 

3.1. eDNA Synthesis 

The handling of the harvested cell material requires the usual precautions when working 
with RNA (Berger and Kimmel, 1987; Ausubel et al., 1987). An RNase-free environment 
should be guaranteed. Gloves should be worn during the experiments, and instruments 
(pipettes, tips, etc.) should be used for these experiments only. It is recommended that the 
PeR experiments be set up in a room used for that purpose only, particularly in an environment 
where the plasmids carrying the target sequences for the PeR amplifications are grown. 

The reagents required for cDNA synthesis (Fig. 3, step 2) can be prepared in advance 
and stored in small aliquots at -20"C. A new aliquot is used each day and is kept on ice 
throughout the experiment. Autoclaved (but not diethylpyrocarbonate-treated) water is used 
to make up the solutions. A mix is prepared consisting of the hexamer random primers and 
the four deoxyribonucleoside triphosphates (dNTPs). The antioxidant dithiothreitol (OTT) 
is also prepared as a stock solution. The enzymes (RNasin and reverse transcriptase) are 
also stored in 50-/Jol aliquots. 

Although not mandatory, siliconized PeR tubes can be used for these experiments to 
reduce the loss of cell material through its sticking to the tube. Prior to the mounting of the 
PeR tube to the expeller, the primer/dNTP mix and DTT are introduced into the tube, which 
is then placed on ice. The content of the harvesting pipette is then expelled into the PeR 
tube. After removal of the tube from the expeller, ribonuclease inhibitor and Moloney murine 
leukemia virus (MMLV) reverse transcriptase are added. The type of reverse transcriptase 
does not seem to be critical. Similar success rates were obtained in test experiments where 
Superscript reverse transcriptase (BRL) was used. After adding all components, these are 
mixed by flicking the tube, followed by centrifugation (PicoFuge centrifuge, Stratagene) for 
several seconds, and the reaction is incubated at 37°C for 60 min. The tube is transferred 
onto dry ice and then stored at -20°C until PeR amplification is performed. 

3.1.1. Reagents and Solutions 

• 5 x primer/dNTP mix contains 25 !J.M hexamer random primers (Boehringer Mann
heim) and 2.5 mM of each deoxyribonucleotide (Pharmacia) in Tris-HCI, 10 mM, 
pH 8.0 

• 200 mM DTT (Biomol) dissolved in autoclaved water and filtered (0.2-/Jom pore size) 
• 40 U//Jol ribonuclease inhibitor (Promega) 
• 200 U//Jol MMLV reverse transcriptase (BRL) 

3.1.2. eDNA Reaction 

• 2 /Jol primer/dNTP mix 
.0.5 /Jol DTT 
• 6 to 7 /Jol content of harvesting pipette 
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Figure 3. Flow diagram of the steps involved in the single~cell peR analysis. For details see text. 

• 0.5 ILl ribonuclease inhibitor 
• 0.5 ILl MMLV reverse transeriptase 

3.2. PCR Amplification 

3.2.1. General Considerations 

The eDNA reaction is used directly to set up the peR reaction (Fig. 3. step 3). Hence, 
lOX buffer, primers, and polymerase are added to the 10 ILl of the reverse transcription 
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reaction. The Taq polymerase and its buffer from Stratagene were used throughout these 
experiments with satisfactory results. A test of different commercially available buffers and 
polymerases has not been performed. 

The primer selection for single-cell PCR is based on standard rules for choosing PCR 
primers (Innis et al., 1990; Ausubel et al., 1987). The primer length is usually 20 to 25 
nucleotides, containing around 50% 0 + C with random distribution. Sequences with second
ary structures should be avoided, and so should complementary sequences within primer 
pairs, particularly at their 3' ends. Computer programs such as OLIOO (Rychlik and Rhoads, 
1989) are of help in designing primers. In case the PCR primers fail to work. a different 
primer pair may have to be tested. This should not pose a problem when only one mRNA 
species is to be analyzed. Designing the optimal primer pair may prove more difficult for 
attempting the amplification of a region of interest in several members of a gene family. In 
this case, primers are placed in conserved regions, and this limits the primer choice. 

The design of the PCR primers requires in addition knowledge about the exon-intron 
structure of the target molecule in the region to be amplified. The primer localization should 
be such that the amplified DNA fragment contains at least one intron on the gene level. 
Thus, amplification of nuclear DNA harvested via nucleus aspiration into the harvesting 
pipette is precluded. 

The successful amplification of the cDNA from a single cell critically depends on the 
cell size, the expression level of the target molecule, and the amount of harvested cell content. 
Thus, under optimal conditions, it is possible to visualize the PCR product on an ethidium 
bromide-stained gel after one round of amplification (40 cycles). The amount of DNA can 
be estimated by comparing the DNA product with a known amount of DNA size marker, 
and the specificity of the PCR products can be detected by Southern blot and restriction 
enzyme analysis. 

However, there are numerous instances when the product can be detected by gel analysis 
only after a second round of PCR amplification (35 cycles). The second PCR amplification 
(Fig. 3, step 4) serves two purposes: it ensures the acquisition of larger amounts of material 
for subsequent analyses (agarose gel, Southern blot, specific digests of the PCR product) 
and permits, in addition, the fractional quantification of the sequence constituents within the 
obtained product. To achieve the latter, the primers for the second PCR amplification carry 
restriction sites at their 5' termini for the directional cloning of the PCR fragments into the 
appropriate vector. The restriction sites chosen for cloning should preferably not occur as 
internal sites in the amplified PCR product after the second round of amplification. The yield 
and specificity of the PCR product are usually increased when at least one nested primer is 
used in the second amplification. Except for the new primer pair, all reagents are the same 
as for the first amplification. Optimization of the reamplification reaction comprises the 
testing of three critical variables: selection of primers, cycle number of the second PCR 
amplification, and the amount of template used from the first amplification. 

Approximately 1 pg of the DNA product from the first PCR reaction is used in the 
second amplification. When no band can be seen on the gel, 1 ILl of the first PCR reaction 
is used. When all parameters have been optimized, the low DNA target concentration obtained 
from a single cell often requires too many cycles of amplification. Figure 4A shows the 
amplified product after a first and second round of PCR amplification using material from 
three hippocampal basket cells. A visible band can be resolved on an agarose gel in only 
one of the three cells following a first PCR amplification of 40 cycles. However, a product 
is obtained in good yield in all three cases following a second PCR amplification (35 cycles) 
when 1 tJ.l of the first reaction is used. Although it is satisfactory regarding the final DNA 
yield, this approach harbors the problem of nonspecific background amplification. 
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Figure 4. Cycle number of PCR 
amplification and amount of target 
DNA critically detennine the yield of 
the product. A: Comparison of peR 
product from three hippocampal basket 
cells after the first and second amplifi
cations. Lanes 1 and 5 contain DNA 
size marker; 10 1-11 of the first peR 
amplification is loaded into lanes 2 
(first cell). 3 (second cell). and 4 (third 
cell); 51-'1 of the second PCR amplifica
tion is loaded into lanes 6 (first cell), 
7 (second cell). and 8 (third cell). The 
first peR amplification consisted of 40 
cycles. the second of 35 cycles. B: 
Comparison of product yield following 
the second peR amplification using 
increasing amounts of the first peR 
reaction. No vtsible DNA band can be 
resolved on a 1% agarose gel after 20 

cycles of the first PCR amplification (not shown). The second PCR amplification (35 cycles) was performed 
using 1 (lane 2), 5 (lane 3), and 10 j.11 (lane 4) of the first amplification. Lane I contains DNA size marker. 
Arrows indicate the 635 base pair position. 

An alternative protocol can be used that permits keeping the cycle number in the range 
of standard PCR amplifications. Thus, an overall comparable DNA yield can be obtained 
by reducing the cycle number of the first PCR amplification and using more material of the 
first PCR reaction for the second PCR amplification. Figure 4B serves to illustrate this point. 
In this example. the cycle number of the first PCR amplification is reduced to 20. For the 
subsequent 35 cycles of the second PCR amplification. I. 5, and 10 f11, respectively. are 
used. resulting in an increasing amount of the DNA product. Provided that all steps are 
optimized. nine out of ten harvested cells have yielded a PCR product. 

Detailed descriptions of parameters affecting the efficiency of PCR amplification can 
be found in laboratory manuals (Innis et aI., 1990; McPherson et al.. 1991; Ausubel et al., 
1987). Different target templates and primers will require optimization of the PCR conditions 
in order to obtain the desired DNA product in good yield. 

3_2_2. First PCR Amplification 

• 10 f11 reverse transcription reaction 
• 10 f11 lOX buffer (Stratagene): 100 mM Tris-HCl, pH 8.8. 15 mM MgCI,. 500 mM 

KCI. 0.01 % (w/v) gelatin 
• I f11 5' primer (10 f1M. made up in 10 mM Tris-HCl, pH 8.0) 
• I f11 3' primer (10 f1M. made up in 10 mM Tris-HCl. pH 8.0) 
• 78 f11 water 
• 0.5 f11 Taq polymerase (2.5 U. Stratagene) 
• one drop of mineral oil (Sigma, 6-ml bottle), which is added on top of the 100-

f11 reaction 
As for any other PCR amplification. a control reaction containing all reagents except 

for the DNA is performed in each experiment to monitor for contamination. 
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The cycling program used for single-cell PCR does not differ from standard PCR 
amplification protocols and consists of 20 to 40 cycles (see example) using the following 
temperature profile: 

• Denaturation, 94°C, 30 sec 
• Primer annealing, 45-49°C (see example), 30 sec 
• Primer extension, noc, 30 sec to 1 min 

A final extension step at noc for 10 min is performed at the end, followed by chilling to 
4°C. Several trials are often required to choose the optimal annealing temperature after taking 
into account the T m values of the primers and the number of mismatches that often can not 
be avoided when amplifying several members of a family. For certain experiments it may 
be desirable to perform a hot start to reduce primer dimer formation (see Section 4). 

3.2.3. Second peR Amplification 

• A variable amount of first PCR reaction (see above) 
• 10 ~l lOX buffer (Stratagene) 
• 1 ~l dNTPs (5 mM each) (pharmacia) 
• 1 ~l 5' primer (10 ~M) with restriction site A 
• 1 ~l 3' primer (10 ~M) with restriction site B 
• Water to 1 00 ~l total volume 
• 0.5 ~l Taq polymerase (2.5 U, Stratagene) 

The cycling parameters for the second PCR amplification (35 cycles) are similar to the 
ones in the first PCR reaction (see example). 

The second PCR product can be analyzed in different ways. When the PCR product 
results from the amplification of several related family members, the first question pertains 
to the composition of that mixed product. The presence of a particular restriction endonuclease 
site can be diagnostic for the presence of a certain sequence. Thus, several restriction digests 
can be performed with the material of the second PCR amplification (Lambolez et al., 1992). 

Southern blot analysis is another useful and easy method to detect the presence of a 
sequence. The signal intensity on a Southern blot, however, depends critically on the specific 
activity of the labeled probe, the amount of DNA from each cell, and the exposure time of 
the film. Thus, even fastidious control of all these variables would make precise evaluation 
of the fractional expression levels of the mRNAs of interest extremely difficult. 

3.3. Cloning of the PCR Product 

To evaluate constituents numerically, we clone the DNA product of the second PCR 
amplification into M13mp18 RF (replicative form) DNA (Yanisch-Perron et al., 1985) (Fig. 
3, step 5). The PCR product is gel-isolated-standard protocols (Berger and Kimmel, 1987) 
or a commercially available kit (Jetsorb, Genomed) can be employed-and cleaved with 
restriction enzymes at the sites contained in the primers for the second PCR amplification. 
Following passage over a P100 column (Clontech) and ethanol precipitation, an aliquot is 
visualized on a gel to estimate the amount of the DNA fragment to be cloned into doubly 
digested M13mp18 RF-DNA. The molar ratio of vector to fragment is 1 : 10. Ligations are 
carried out as described elsewhere (Berger and Kimmel, 1987; Ausubel et al., 1987). Ligation 
reactions are used directly to transform competent E. coli. We aim at a number of > 100 
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recombinant plaques per ligation (transformation efficiency 1()6 transformants/J.l.g plasmid 
DNA). Different insert-to-vector ratios have to be tried at times when the plaque number is 
too low. Transformation of E. Coli by electroporation may be required to obtain desirable 
plaque yield. 

3.3.1. Reagents and Solutions for Ligation 

• lOX ligation buffer: 500 mM Tris-HCI (PH 8.0), 100 mM MgClz 10 mM DDT, 1 
mMEDTA 

• 10 mM ATP (Pbarmacia) 
• T4 DNA ligase (1 U/J.l.I, Boehringer Mannheim) 

3.3.2. Ligation Reaction 

• 10-20 ng M13 RF-DNA 
• 10-20 ng insert 
• 1 JLl lOX ligation buffer 

• 1 JLl ATP 
• Water to final volume of 10 JLl 
• 1 J.l.1 T4 DNA ligase 

The ligation is carried out for 12 to 16 hr at 16DC. 

3.4. Plaque Quantification 

Dual filter lifts allow for hybridization with specific radiolabeled probes (Fig. 3, step 
6). The filters are examined by autoradiography followed by plaque counting. The relative 
abundance of the mRNAs of interest can thus be assayed. 

The most convenient approach entails the use of specific probes for one filter set and 
a probe designed to recognize all members of a gene family for the second filter set. 
The length of the oligonucleotide probe should preferably be 30 to 45 nucleotides. The 
oligonucleotides are 5 ' -labeled using a standard kinase reaction. Hybridization and washing 
conditions are chosen based on considerations described in laboratory manuals (Berger and 
Kimmel, 1987; Ausubel et al., 1987). The same set of filters can be reused and hybridized 
with other labeled probes after stripping in 80DC hot water if several members of one family 
are analyzed. To confirm the absence of cross-hybridization of the radiolabeled probes, 
several hybridizing recombinant phages are grown, and single-stranded DNAs are sequenced. 

For each set of primers designed to amplify several members of a gene family, a control 
experiment should be performed to verify that there is no preferential amplification of any 
one member. Thus, different ratios of recombinant plasmids containing the target sequences 
can be mixed and amplified, and the numerical evaluation of the recombinant plaques should 
reflect the initial plasmid ratios. 

For 5 I -end labeling of oligonucleotide probe: 

• 2 J.l.1 lOX buffer (use same buffer as for ligation) 
• 4 pmol oligonucleotide 
• 8 pmol h-32p]ATP (>5000 Cilmmol, Amersham) 
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• water to 20 ILl total volume 
• 1 ILl polynucleotide kinase (10 U, New England Biolabs) 

The reaction is incubated at 37°C for 30 min. After addition of 30 ILl of a 50 mM 
EDTA solution to stop the reaction, the sample is passed over a Bio-spin 6 column (Bio
rad) to remove unincorporated label. 

4. Example 

We studied the molecular and functional properties of a-amino-3-hydroxy-5-methyl-4-
isoxazolepropionate (AMP A)-type glutamate receptors in different cell types of the CNS. 
Molecular cloning has revealed the existence of four AMPA receptor subunits-GluR-A to -
D (or GluR-l to -4) that can assemble in homomeric or heteromeric configurations to form 
recombinant receptor channels with disparate functional properties (for review see Wisden 
and Seeburg, 1993). The AMPA receptor subunits have a length of approximately 900 amino 
acids and share an overall amino acid sequence identity of about 70%, which is even higher 
in the conserved putative transmembrane regions. The AMPA receptor subunits occur in 
two forms-"flip" or ''flop''-with regard to an alternatively spliced exonic sequence of 
38 residues. 

Recombinant AMPA receptors built from one of the four subunits (GluR-A to -D) alone 
or assembled from several subunits result in receptors with different gating properties and 
divalent ion permeabilities. Of special note is the reduced Ca2+ permeability of GluR-B 
containing homomeric channels when compared with channels comprising one of the other 
three subunits (Hume et al., 1991; Burnashev et al., 1992). Furthermore, the low divalent 
permeability of the GluR-B subunit is a "dominant trait," as it is imparted onto channels of 
heteromeric configuration when GluR-B is present. A single amino acid-a glutamine (Q) 
in GluR-A, -C, and -D versus an arginine (R) in GluR-B-is responsible for this difference 
in divalent permeabiIities. Interestingly, the R in GluR-B is introduced by RNA editing 
(Sommer et al., 1991). 

We addressed the question of whether the expression of different AMPA receptor mRNAs 
in nonpyramidal and pyramidal neurons of visual cortex brain slices could account for the 
different electrophysiological properties of AMPA receptors in these cells (Jonas et al., 1994). 
The remarkable difference in Ca2+ permeability of native AMPA receptors in nonpyramidal 
and pyramidal neurons of the visual cortex rendered these two cell types suitable for elucidat
ing the underlying molecular mechanism. 

To amplify all subunits, the sense and antisense primers for PCR amplification were 
designed to sequences conserved in the four AMPA receptor subunits (Lambolez et al., 1992). 

The final reaction conditions for the first PCR amplification in a l00-ILI reaction 
volume were as described in Section 3.2.1. However, because of the substantial primer dimer 
formation, a hot start protocol was chosen for the amplification of the AMPA subunits. Two 
solutions, A and B, with the following composition are prepared. 

Solution A (60 ILl per reaction tube) contains the following components: 

• 7 ILl of lOX PCR buffer 
• 53 ILl water 

Solution B (30 ILl per reaction tube) contains: 
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• 3 f.Ll lOX PCR buffer 
• 1 f.Ll of a 10 f,LM stock solution of up primer 
• 1 f.Ll of a 10 f.LM stock solution of 10 primer 
• 24.5 f.Ll water 
• 0.5 f.Ll Taq polymerase 

The PCR amplifications were performed in an automated-thermocycler (Perkin-Elmerl 
Cetus) in the following way. First the 60 f.Ll of solution A and then a drop of mineral oil 
were added to the 10 f.LI of the reverse transcription reaction. The tubes were then placed in 
the PCR machine, and after a hot start of 3 min, the 30 f.Ll of solution B was added to the 
PCR tube. The temperature profile for amplification of AMPA receptor subunits was: 

• Denaturation at 94°C for 3 min 
• Five cycles at 94°C for 30 sec, 45°C for 30 sec, noc for 30 sec 
• 35 cycles at 94°C for 30 sec, 49°C for 30 sec, noc for 30 sec 
• 10 min at noc to permit completion of final extensions 

For the second PCR amplification we used a sense primer (upEco) containing the EcoRI 
restriction site followed by the sequence of the sense primer utilized in the first PCR 
amplification (Table J). The antisense primer (loKpnl) was a nested primer containing the 
KpnJ site and was located 134 nucleotides upstream of the antisense primer used in the first 
PCR amplification (Table I, Fig. 5). The compositions of solution A and solution B were 
similar to those used for the first PCR amplification except for the following changes: solution 
A contained in addition 1 f.LI of the lOOX dNTP solution, and solution B contained the 
primer pair with the restriction site. A total of 35 cycles were run for the second PCR reaction 
at an annealing temperature of 49°C for all cycles. 

The first and second PCR reactions resulted in DNA fragments of approximately 750 
bp and 620 bp, respectively, in length. Following the second PCR amplification, 10 f.Ll of 
the reaction was resolved on a 1 % agarose gel, and Southern blot analysis was performed 
after transfer onto nylon membranes (0.2 rom, Schleicher & Schuell) according to standard 

Table I. Sequences of PCR Primers and Specific Probes Used for AMPA Receptor 
Subunit Analysis 

First PCR amplification 
up primer: 5'-CCTITGGCCTATGAGATCTGGATGTG-3' 
10 primer: 5'-TCGTACCACCATTTGTITITCA-3' 

Second PCR amplification 
up Eco primer: 5'-GCGAATTCTTTGGC(CT)TATGA(GA)ATCTGGATGTG-3' 
10 Kpnl primer: 5'-GCGGTACCAAGTTTCC(AT)CC(CA)ACTTTCAT(GC)GT-3' 

Oligonucleotides for Southern analyses and quantification 
pan A: 5' -GTCACTGGTTGTCTGGTCTCGTCCCTCTTCAAACTCTTCGCTGTG-3' 
pan B: 5'-TTCACTACTTTGTGTTTCTCTTCCATCTTCAAATTCCTCAGTGTG-3' 
pan C: 5'-AGGGCTTTGTGGGTCACGAGGTTCTTCATTGTTTTCTTCCAAGTG-3' 
pan D: 5' -CTGGTCACTGTGTCCTTCCTTCCCATCCTCAGGTTCTTCTGTGTG-3' 
AMPA pan: TA(CT)TC(AG)TTCAT(GCT)GT(CG)GACTCCAG 

Subunit-specific primers for flip-flop analyses. 
A5: 5' -GCGAATTCGAGGGACGAGACCAGACAACC-3' 
B5: 5'-GCGAATTCACACAAAGTAGTGAATCAACT-3' 
C5: 5'-CCGAATTCACAAAGCCCTCCTGATCCTC-3' 
D5: 5'-GCGAATTCCTGAGGATGGGAAGGAAGG-3' 
10 Kpn2: 5'-GCGGTACCTCGTACCACCATTTG(TC)TTTTCA-3' 
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procedures (Berger and Kimmel, 1987; Ausubel et al., 1987). In our example four blots 
were hybridized with four specific probes (Table I, Fig. 5). The subunit-specific 45-mer 
oligonucleotides located between Ml and M2 were 5'-end-Iabeled with 32p to a specific 
activity of approximately 107 cpml~g. Hybridizations were carried out in 5XSSC (I XSSC 
= 0.15 M NaCI, 0.Q15 M sodium citrate), 50% fonnamide at 37°C. The washing conditions 
were 1 X SSC, 600C. 

Dual filter lifts (nitrocellulose filters, 0.45 mm; Schleicher & Schuell) from plaque
containing plates were hybridized with the GluR-B specific oligonucleotide (panB) and 
an oligonucleotide (AMP A pan) designed to recognize all four AMPA receptor subunits. 
Hybridization and washing conditions were as specified above for the subunit-specific probe. 
For the 21-mer AMPA pan probe, hybridization was carried out in 5xSSC, 50% fonnamide 
at room temperature, and washing was perfonned in 1 X SSC at 40°C. The filters were exposed 
to x-ray film for 3 to 5 hr. The number of hybridizing phage plaques pennitted the evaluation 
of the abundance of GluR-B mRNA relative to that of the other AMPA receptor mRNA 
species (Jonas et al., 1994). 

Control experiments showed that PCR amplifications as used in these experiment do 
not lead to a preferential amplification of one subunit. GluR-A, -B, and -C plasmid DNAs 
were mixed using following amounts: 1: 1: 10 pg; 1: 10: 1 pg; 10: 1: 1 pg; 1: 1: 1 pg. After DNA 
amplification and cloning, the numbers of GluR-A-, -B-, and -C-specific recombinant phage 
plaques were, respectively, 144,98,417; 103,456,25; 446,72,24; 167,158,88. This indicates 
that PCR amplification followed by subcloning represents a suitable assay to semiquantita
tively report the abundance of AMPA GluR-specific mRNAs in a single cell. 

The Southern blot analysis revealed an unforeseen diversity of expression profiles of 
AMPA receptor subunits in the analyzed cells. Both nonpyramidal and pyramidal neurons 
expressed the GluR-B subunit. The cloning of the PCR fragment obtained from nonpyramidal 
cells resulted in a significantly lower number of GluR-B-specific plaques compared with the 
number obtained from pyramidal neurons. This result correlates well with the different Ca2+ 
penneabilities of AMPA receptors in both cell types (Jonas et al., 1994). It should be 
emphasized, however, that the ratios of AMPA receptor mRNAs in a cell do not necessarily 
reflect the subunit stoichiometry of native receptors, e.g" because of differences in translation 
efficacy between different subunits. 

Different sets of second primer pairs can be designed to permit detailed analysis of 
functionally critical regions. The primer pair upEco and 10Kpni allowed analysis of AMPA 
receptor-specific sequences in a region including the transmembrane segments Ml to M3 .. 
Analysis of yet another site of interest-the flip/flop region (Sommer et al., 1990)-was not 
possible because the location of this site is downstream of the 10Kpni primer. Thus, we 
reamplified the first PCR product with subunit-specific nested sense primers (A5, B5, C5, 
05) located downstream of the up primer and the loKpn2 primer (Table I, Fig. 5). The use 
of subunit-specific primers for the second PCR amplification for this experiment requires a 
higher annealing temperature (55°C) to avoid amplification of related subunits. Any further 
question can refer to AMPA receptors only and is limited to the sequences amplified in the 
first PCR reaction, as the entire reverse transcription reaction of each cell is used for the 
subsequent first PCR amplification. 

Another approach to analyze gene expression in single neurons is based on RNA 
amplification and is devised to produce sufficient amplified RNA for the analysis of any 
expressed gene (van Gelder et al., 1990; Eberwine et al., 1992; Mackler et al., 1992). 

It remains to be shown whether a combination of both methods might be advantageous. 
Thus, an initial step of nucleic acid enrichment via either RNA or DNA amplification with 
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random primers could help in providing sufficient material to permit splitting the material 
so that PeR reactions with different specific primers could be performed. 
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Chapter 17 

Force Microscopy on Membrane Patches 
A Perspective 

J. K. HEINRICH HaRBER, JOHANNES MOSBACHER, and 
WALTER HABERLE 

1. Introduction 

Force microscopy, originally named atomic force microscopy by the inventors (Binnig et 
al., 1986), is a new type of measuring instrument in the nanometer range, down to the size 
of single atoms, developed after the invention of the scanning tunneling microscope (Binnig 
et al., 1982). These microscopes represent not only new types of imaging instruments, hence 
the term "microscopes," but, more importantly, a new technology called scanning probe 
techniques (SPT). With these methods, one can measure and manipulate in the nanometer 
range in any environment, opening up a new field of interdisciplinary experimental science. 
The common features of these microscopes are a measurable and strongly distance-dependent 
parameter, a probe small enough for the desired spatial resolution, and a mechanism to scan 
over a surface with the necessary stability. 

Different SPT instruments can be grouped on the basis of the type of interaction between 
probe and sample they use to determine a surface structure. One group uses the exponentially 
decaying nearfield effect, measuring either photons, as does the scanning nearfield optical 
microscope (SNOM), or electrons, as does the scanning tunneling microscope (STM). Others 
measure, for instance, van der Waals forces, such as the atomic force microscope (AFM), 
or forces acting between surfaces in solution. The latter sometimes is called a scanning force 
microscope (SFM), as it does not work on the atomic scale. Finally, some instruments such 
as the thermocouple microscope (TCM) measure temperature in the nanometer range, or the 
scanning ion conductance microscope (SICM), measuring ion currents with small pipette 
tips of 100 nm. These are summarized in Table I. 

Applications of these instruments to biological material started immediately after the 
invention of STM: by imaging DNA samples in a vacuum chamber (Binnig et al., 1982). 
After it became clear that samples can be probed with SPT in air and even in solutions, the 
study of membranes began on artificial lipid films with STM (Fuchs et al., 1987; Horber et 
al., 1988; Smith et al., 1987) and AFM (Egger et al., 1990; Meyer et al., 1989). First attempts 
to study natural membranes with AFM (Worcester et al., 1988) and STM (Guckenberger et 
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Table I. Types of scanning probe microscopes and their applications 

SPM Interactions Resolution Application Citations· 

STM Electron-electron 10- 11 m Conducting (Binnig et al., 1982) 
substrates 

SNOM Electrodynamic 5 X 10-8 m Spectroscopy (Pohl et al., 1988) 
AFM, Van der Waal, 10- 10 m Conducting and (Binnig et al., 1986, Martin and 

SFM electrostatic, nonconducting Wickramasinghe, 1988) 
friction substrates 

SCM Electrostatic 10-9 m Capacitance (Matey and Blanc, 1985) 
MFM Magnetic 2.5 X 10-8 m Magnetic storage (Saenz et aL, 1987) 

devices 
TCM Phonons 5 X 10-8 m Photothermal (Williams and 

(temperature) (10-4 degrees) adsorption Wickramasinghe, 1988) 
spectroscopy 

SICM Ion currents _10-7 m Electrochemistry, (Hansma et al., 1989) 
ion channels 

"Citations are those that gave the first descriptions of each technique. 

to study natural membranes with AFM (Worcester et al., 1988) and STM (Guckenberger et 
ai., 1989; Horber et at., 1991; Jericho et al.; 1990) followed, but these showed that reliable 
preparations of such membranes on substrates are quite difficult to obtain because numerous 
surface effects influence the preparation and the imaging and introduce considerable difficulty 
in identifying structures. 

Therefore, it is tempting to combine SPT with patch-clamp techniques to improve the 
preparation of membranes by holding whole cells or membrane patches at the tip of a pipette. 
In this way the membrane is stabilized by cellular structures and by the attachment to the 
supporting glass rim of the pipette which can be verified by measuring whether a gigaseal 
is formed. 

This approach to investigating cell membranes emerged in 1989, when the first reproduc
ible images were obtained of the plasma membrane of a living cell (Haberle et ai., 1989). 
In this setup, the cell, fixed by a pipette in its normal growth medium, could be kept alive 
for several days, and changes in the shape of the plasma membrane were recorded in a 
video movie. Furthermore, all electrophysiological techniques can be used simultaneously 
in such experiments. 

With this step in the development of scanning probe instruments, our ability to investigate 
the dynamics of biological processes of cell membranes under physiological conditions could 
be extended into the nanometer range. Presently, structures as small as about 10-20 nm can 
be resolved, which gives access to processes such as the binding of labeled antibodies, endo
and exocytosis, and pore formation. 

With the probe of an SFM, forces are applied to the investigated plasma membrane, 
and so the mechanical properties of cell surface structures become involved in the imaging 
process. On one hand, this fact mixes topographic and elastic properties of the sample in 
the images; on the other hand, it provides additional information about cell membranes and 
their dynamics in various situations during the lifetime of the cell. But the two aspects in 
the SFM images have to be separated. Thus, independent data are needed, such as topographic 
data obtained by electron microscopy or by modulation techniques of the SFM. 

The ability of the SFM to apply modulated forces very locally, down to the scale of 
piconewtons, onto the cell membrane gives access to the mechanical properties of the plasma 
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membrane and the processes of cellular reactions on mechanical stress at a molecular level. 
The structures controlling such processes are probably ion channels, which can be studied 
by the combination of SFM and the patch-clamp technique. Furthermore, the combination 
can help to improve the preparative methods of cell membranes on solid supports for SPT 
in general, as the attachment to the glass rim of the pipette can be controlled by measuring 
the resistance over the membrane, which reflects the contact between membrane and glass 
surface. The structure of the glass surface in solution can be characterized by the SFM with 
nanometer resolution. If this is done before the pipette is used the surface structures involved 
in forming a gigaseal can possibly be analyzed. 

The thickness of the glass wall of the pipette (0.5-1 /l-m) is large enough to be used as 
a solid support for SFM investigations of the membrane, which should give the same high 
resolution of about 1 nm as gained on molecular structures fixed on other solid supports. In 
addition, with such preparation processes, the membrane spanning the pipette opening can 
be studied if manipulations of the environment on both sides of the membrane or the 
undisturbed transport through the membrane is required, although in this case the resolution 
might be lower. 

2. Force Microscopy 

An important part of scientific development is linked to extending the range of our 
senses. Microscopes and telescopes have improved our sight, analytical chemistry our sense 
of smell and taste, and electronics our hearing. With SFM we have now started to extend 
the range of our sense of touch into the dimensions of single molecules. Learning about our 
world by touching things is quite fundamental, and the idea of building instruments for this 
purpose is quite old. The most important aspect is the dependence on the size of the probe 
used. There is surely a dependence on the material of the tip used not only because the tip 
material determines the forces acting between tip and surface, but also because the tip 
geometry alone makes quite a difference. 

On a very small scale, with a single atom as the final tip, only really flat surfaces on 
an atomic scale of Angstroms can be investigated for geometric reasons, and what is learned 
about the surface depends on the interaction between the tip atom and the single atoms of 
the surface. Such a situation, however, can only be prepared under extremely clean conditions. 

In the nanometer range, the tip, depending on the way it is produced, can look rather 
rough but can still have a single atom as the final tip. On this scale, objects of interest can 
also have quite rough surfaces, and one has to take into account that the images are a 
superimposition of the tip geometry and the surface geometry. The effects occurring in the 
nanometer range, especially in solutions, are quite complex (lsraelachvili, 1992) and may 
vary significantly over a surface. If the tip radius gets into the micrometer range or even 
larger, then these effects are averaged, and everybody knows what happens when a needle 
moves over a record surface. 

The tips usually used for an SFM are etched silicon structures made with microfabrication 
techniques, together with the whole cantilever used to measure the applied force (Fig. 1). 
Microfabrication has to be used because the lever should be sensitive in the nanonewton 
range, which requires a small spring constant (k :5 0.1 N/m), and the resonance frequency 
should be high if """ 1 kHz) to allow scanning at an acceptable speed. Because the resonance 
frequency f is coupled to the spring constant k and the effective mass m of the lever [f = 

(l/21T) (klm)-II2], the latter has to be in the microgram range to satisfy the above mentioned 
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Figure 1. Cantilever and tip of a scanning force microscope imaged by a scanning electron microscope with 
700 times and 7000 times magnification on left and right sides , respectively. The lever has a length of about 
100 ~m, and the pyramidal-shaped probe has a height of about 3 j.1m. The images are provided courtesy of 
Park Scientific Instruments. 

conditions. For such a lever fixed at one end, the movement with the lowest resonance 
frequency is bending up and down. For torsions, the levers are stiffer and therefore have 
higher resonance frequencies. For other degrees of freedom they are even stiffer. Thus, in 
the case of small forces , the spring constant for bending up and down plays the principal role. 

This z movement of the lever, which is proportional to the force between tip and sample 
perpendicular to the surface, can be detected either by an STM tip at the rear of the SFM 
cantilever (Binnig et aI., 1986) or by optical detection systems (Meyer and Am, 1988). The 
method used in most instruments is the detlection of a laser beam focused on the gold-coated 
back of the end of the lever. If the lever is bent, this laser beam changes its direction slightly. 
This can be detected by a bicell photo diode, which gives a voltage signal proportional to 
the differences of light intensities detected by its two sides. 

With this detection of the force acting on the tip, there are two possible ways to produce 
an image. One is to hold the force constant with a feedback circuit and detect the z movement 
of the sample necessary to do so; the other is to hold the z position constant and detect the 
deflection of the lever. 

Further information can be obtained by analyzing friction forces acting lateral to the 
scanning direction if they are strong enough to introduce torsion of the lever, which also 
leads to a change in the deflection of the laser beam. These two different types of interactions 
between tip and sample can be separated if a quadrant photo detector is used and the laser 
beam runs, for example, perpendicular to the length axis of the lever. In this way, torsion 
changes the difference between the upper half and the lower half of the detector, and the 
normal bending produces changes in the difference between the left and right halves of 
the detector. 

The forces measured by such tips on surfaces are the result of electromagnetic interaction, 
which becomes rather complex because more than two charges are involved. Especially in 
ionic solutions, the ambient conditions have to be taken into account, which can add many 
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inducible and rearrangeable dipole moments. What is measured by the deflection of the 
cantilever in this case is the sum of all attractive and repulsive forces. Therefore, the 
topography determined corresponds to the forces involved in the measuring process and 
is changed if these forces change, which can occur, for example, with changes in the 
environment. Also, it should be always kept in mind that the surface of the sample and 
the surface of the tip are influenced by the environmental conditions. Under ambient 
conditions all solids are covered by thin layers of water. The final thickness of the water 
layer depends on the humidity and the temperature difference between air and solid. If 
a typical SFM tip approaches a surface, these water layers can give rise to very strong 
capillary forces (.." 1 0-6 N) when the gap is closed by a water bridge. This effect can 
be avoided if the whole sample and the probe are kept in water. In this case, smaller 
forces between the tip and the surface can be detected much more easily when the tip 
approaches the surface. For instance, the van der Waals force is attractive at a distance 
of about 2 nm (- 10-10 N) but is canceled by a repulsive force below 1 nm; the 
equilibrium point is called the van der Waals radius. The repulsive force rapidly gets 
stronger with decreasing distance, which is because of the Pauli principle not allowing 
two electrons to be in the same quantum-mechanical state. 

If additional molecules are dissolved in the surrounding water, other types of 
interactions may occur. One is a hydrophobic force keeping nonpolar molecules together, 
even if they are already adsorbed on a surface in water. Another force is produced by 
concentration gradients; for instance. if a surface releases ions into the water, a layer of 
higher concentration is formed above the surface. A very important force, especially for 
larger biological molecules, is the hydration force. It is established by the much tighter 
binding of the last, or the last few, layers of water molecules. This force is affected 
quite strongly by ions and charged parts of molecules. The forces involved are often of 
the same magnitude as some internal molecular forces that lead to the overall shape of 
the molecules. These forces play an important role in the final folding of larger molecules 
and especially in their interaction. These layers may also be responsible for structures 
seen with the SFM, for example, with DNA preparations, which differ strongly from 
the expected structures of molecular computer models, showing clearly that on this 
nanometer scale the type of interaction used for measuring determines the topography 
of the surface detected. Strongly bound adsorbates to molecular surface structures such 
as water and ions are part of this structure and are therefore measured by the SFM as 
the surface contour, determined by the balance of the forces applied by the lever and 
the binding forces of the adsorbates in the environment. 

To interpret the results obtained by SFM and scanning probe instruments in general, 
it is therefore necessary to take into account the environment and the type of interaction 
involved. If the resolution is at the atomic scale, the electrostatic interaction occurring 
between atoms plays the most important role. On a scale of 1-10 nm, effects like the 
hydration force are more important. At resolutions of less than 10 nm, the shape of the 
tip normally plays the most important role, as there is considerable averaging over various 
types of interaction. The resolution below 10 nm can change rapidly with changes in 
the tip structure. This shows that the final structure of the tip often is determined in 
solution by adsorbates that can suddenly appear or disappear. 

In summary, images with high resolution are made mostly by luck when the 
environment fits to the tip and surface structure in a way that the interactions between 
tip and surface decay very rapidly with distance. Images with a resolution in the 10-
nm range are made more regularly with tips sharp enough to give this resolution. 
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3. Force Microscopy on Whole Cells 

Figure 2 shows the schematic arrangement of the SFM above the objective of an 
inverted optical microscope. The sample area is observed from below through a planar 
surface defined by a glass plate at a magnification of 600-1200X and from above by 
a stereomicroscope with a magnification of 4O-200X. The illumination is from the top 
through the less-wen-defined surface of the aqueous solution. In order not to block the 
illumination, the manipulator for the optical fiber and for the micro pipette point toward 
the focal plane at an angle of 45°. The lever is mounted in a fixed position within the 
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Figure 2. Scheme of the setup used for whole-cell imaging mounted on a inverted optical microscope. The 
mechanical part of the piezo tube holder is shown in B. C shows the geometry of the optical system in a 
magnification of 500 : l. 
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liquid slightly above the glass plate tilted by 45°. In this way the lever is deflected in 
a direction parallel to the optical fiber. The single-mode optic fiber is used to reduce 
the necessary optical components by bringing the end as close as possible to the lever. 
For this reason several millimeters of the fiber's protective jacket are removed. The 
minimum distance is determined by the diameter of the fiber cladding and the geometry 
of the lever. For 633-nm light and levers that are 100 /-Lm long, we normally use a 
fiber that has a nominal cladding diameter of 125 /-Lm. Holding the fiber at an angle 
of 45° with respect to the lever means that one can safely bring the fiber core to within 
about 150 /-Lm of the desired spot on the lever. The 4-/-Lm-diameter core has a numerical 
aperture of 0.1, and the light emerging from the fiber therefore expands with an apex 
angle of 6°. For the geometry given above, the smallest spot size achievable is 50 /-Lm, 
approximately the size of the triangular region at the end of the cantilever. Because of 
the construction of the mechanical pieces holding the pipette and fiber positioner, the 
closest one may bring the position-sensitive quadrant detector to the lever is approximately 
2 cm. This implies a minimum spot size of 2.1 mm within the 3-mm X 3-mm borders 
of the detector. With a 2-mW HeNe laser under normal operational conditions, the 
displacement sensitivity is below 0.01 nm with a signal-to-noise ratio of 10 and a 
bandwidth of 1 Hz, comparable to the sensitivity of other optical detection techniques. 
The advantage of this method is that there are no lenses, and there is no air/liquid or 
air/solid interface across which the incoming light beam must travel. Only the outgoing 
light has to cross the water-air interface, as the detector cannot be immersed in water. 

The pipettes used for holding the cell are made out of an 0.8-mm borosilicate glass 
capillary that is pulled to about 2-4 /-Lm in three pulling steps. It is mounted on the 
piezotube scanner and coupled to a fine and flexible Teflon® tube through which the 
pressure in the pipette can be adjusted by a piston or water pump. The pipette is fixed 
at an angle that allows imaging of the cell without the danger of touching the pipette 
with the lever. These components are located in a container of 50-/-Ll volume. The glass 
plate above the objective of the optical microscope forms the bottom of this container. 

After several microliters of a cell suspension are added, a single cell is sucked onto 
the tip of the pipette and fixed there by a low negative pressure in the pipette. The 
fixed cell is placed close to the SFM lever by a rough approach with screws and finally 
positioned by the piezo scanner. When the cell is in close contact with the tip of the 
lever, scanning of the capillary with the cell attached leads to position-dependent deflections 
of the lever. The levers used are microfabricated silicon and silicon nitrite triangles with 
100-/-Lm length and with a spring constant of 0.12 N/m. They were provided courtesy 
of Shinya Akamine (Stanford University) and Mike-Kirk (Park Scientific Instruments). 
The forces that can be applied with these levers and the sensitivity of the detection 
system can be as low as 0.1 nN. 

With such forces applied to the plasma membrane of a cell, the stiffness of the 
membrane structures is important. The scaffold of the cortical layer of actin filaments 
and actin-binding proteins that are cross-linked into a three-dimensional network and 
closely connected to the surface membrane may be resolved best. These filaments have 
a structural role: they may pull on the membrane and create the changes seen in the 
SFM by means of the dynamics of the surface protrusions (Fig. 3). 

The stable arrangements of the actin filaments are responsible for their relatively 
persistent structure. During phagocytosis or cell movement, however, rapid changes of 
shape occur at the cell surface. These changes depend on the transient and regulated 
polymerization of cytoplasmic free actin or the depolarization during the breakdown of 



Figure 3. Plasma membrane structures of a cultured monkey kidney cell involved in an exocytotic process of a particle 100 J.1m in size. The dynt.lmic process 
lasting several minutes could be documented using real-time video images, which are represented here by several single images. 
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the actin filament complex. The time scale of cell surface changes on a larger scale 
observed with the SFM was about 1-2 hr at 24°C. 

The method of fixing a cell to a pipette tip is flexible enough to allow integration 
of and combination with well-established manipulations used in investigations of single
cell properties. The structures observed might be partially related to known features of 
membranes, but detailed structural analysis has to be left to further investigation. More 
important than the observations of structures with this technique is the possibility of 
conducting dynamic studies of living organisms on this scale (Horber et at., 1992). In 
general, this technique makes studies of the evolution of cell membrane structures possible 
and provides information that brings us closer to understanding not only the "being" of 
these structures but also their "becoming." 

4. Force Microscopy on Excised Patches 

One obvious next step in the development of a force microscope for biological 
membranes is the integration of the SFM in a patch-clamp setup to scan excised membranes 
under controlled physiological conditions, such as ion gradients and transmembrane voltage. 
This section describes first attempts with such a device and is divided into three parts. 
Construction details for do-it-yourself researchers are discussed first. Thereafter, technical 
details concerning experimental procedure and the expected resolution of images from 
"soft" biological samples based on experience with our first trials are given. At the end 
of this chapter we give an outlook on further developments and applications of the SPT 
on cells and membranes. 

4.1. Construction of the Setup 

Several conditions must be fulfilled to facilitate the implementation of an SFM into 
a patch-clamp setup: the tip of the cantilever has to be placed almost directly opposite 
to the patch pipette; there has to be enough space for the optical detection system, laser, 
mirrors, and photodiodes; and, finally, it must be taken into consideration that the stability 
of the combination lever--chamber-patch pipette has to allow imaging reproducible in 
the range of nanometers. 

A device built with these constraints in mind is shown schematically in Fig. 4. The 
top and bottom of the bath chamber consist of two covers lips holding the bath solution 
by surface tension. The dimensions of the chamber are about 15 mm (1), 8 mm (w), 
and 5 mm (h). The two sides of the chamber are open, which allows the patch pipette 
to come from one side and the application pipette from the other side. The SFM cantilever 
is fixed by a steel spring that is pressed against the wall of the chamber by a screw. 
It is located on the side of the application pipette. The laser beam (l-mW laser diode, 
A = 670 nm, collimator lenses included in the mounting, smallest focus distance about 
10 mm, Laser 2000, We~ling, Germany) is set parallel to the length axis of the cantilever. 
It is focused by the lenses of its collimator on the triangular-shaped end of the cantilever. 
The quadrant photodetector (5 mm2 active surface, AMS Optotech, Munich, Germany) 
is covered by a 670-nm band-pass filter (e.g., L.O.T., Darmstadt, Germany) to reduce 
influences of ambient light sources. About half of the surface of the detector is illuminated 
by the laser beam. Both laser and detector are at a distance of about 50 mm from the 
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Figure 4. Schematic top view of the 
bath chamber used in the SFMlpatch
clamp setup. Two coverslips as top and 
bottom hold the solution in the cham
ber, which is perfused from left to right 
Patch and application pipette enter the 
chamber from the side. The whole 
chamber and the optical system are 
mounted on an xyz manipulator, 
whereas the patch-pipette holder is 
glued on the pieza scanner, which is 
fixed on a piece of macor and screwed 
on the mounting plate. The SFM canti
lever is held by a steel spring. 

cantilever. Thus, the magnification of the movement of the lever can be calculated to 
be about 5 X 103 (distance lever-detector divided by the length of the cantilever). 

Laser and detector are adjustable by microscrews in three dimensions. We took parts 
of the Microbench provided by Spindler and Hoyer (Gettingen, Germany) to construct 
the optical system. A glass coverslip is placed at the positions where the laser beam 
crosses the water-air interface to suppress changes of beam direction from fluctuations 
of lbe water surface. The chamber and the double-barrel pipette for fast application of 
substances that may change the channel structure, as well as the optical detection system 
are mounted on a motor-controlled xyz manipulator with a step size of 10 nm (Marzhauser, 
Wetzlar, Germany). All parts except those that have direct contact to the bath solution 
are made from steel. The quadrant piezo tube with a diameter of 10 mm and a wall 
thickness of 0.6 mm (Stavely Sensors, East Hartford, CT) is glued on a piece of macar 
or zerodur (Schott Glaswerke, Mainz, Germany) by ceramic glue (e.g., Torr Seal, Varian 
Vacuum Products, Lexington, MA). Because high voltages up to 500 V are applied to 
the piezo, it should be well isolated from metal parts. On the other side, the piezo 
should be fixed by very stiff material to provide a high resonance frequency. 

The pipette is held by the holder fixed on the other end of the piezo tube. This 
pipette holder was made of steel because of its mechanical properties and its ability to 
shield the piezo by grounding the holder. Otherwise, the noise induced by the high voltage 
applied on the piezo for scanning would disturb the patch-clamp current measurements. A 
glass coverslip between pipette holder and piezo tube was used to insulate the two parts. 

The microscope can be moved by an xy table relative to the 30-mm-thick steel 
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plate on which the xyz manipulator holding the chamber and the optical system is fixed. 
Because the patch pipette has to be moved for scanning in the SFM application, it 
cannot be fixed on the headstage by standard pipette holders. We added a short silicon 
tube between the pipette holder and the pipette to apply suction or pressure. 

The scan direction was parallel to the axis of the lever. In this way frictional forces 
can be separated from topological data either by the information from the quadrant 
detector or by subtracting the backward and forward scans. The feedback electronics 
used were essentially similar to that developed at Stanford University for an STM (Bryant 
et ai., 1986). A schematic drawing of the SFM electronics is shown in Fig. 5A. The 
asymmetric HV amplifier and the feedback circuit are shown in diagrams in Figs. 5B 
and 5C. The quadrant photo diode was read out as shown in Fig. 5D and connected to 
the feedback circuit and the video card. 

A fast and feasible way to build an SFM integrated in a patch-clamp setup would 
be the construction of the mechanical parts and the integration of commercially available 
electronic hard- and software. Some companies supply these parts from their SFM or 
STM devices (e.g., RHKlUSA), but complete commercial instruments at present are not 
flexible enough to be integrated into a patch-clamp setup. 

4.2. Experimental Procedures 

It is essential to adjust the laser beam accurately and to correlate the voltage applied 
to the piezo with the lateral (xy) amplitude as well as the z variation of the pipette tip. 
A piece of mica, or HOPG, or other known structures such as a diffraction. grating glued 
on a glass capillary tube can be used to calibrate the scan width of the piezo. Michelson 
interferometry can be used to calibrate the z movement of the piezo in an external 
device. In instruments like the one described here, the length of the pipette influences 
the scan width. Therefore, it is always recommended to position the pipette tip at the 
same place, for example, by using a marking fixed relative to the pipette holder. 

A fast rough calibration is obtained by scanning a pipette with a known tip resistance 
in physiological solution and correlating the image with the resultant estimated tip 
diameter. We used pipettes pulled from thick-wall borosilicate glass with inner tip diameters 
of 1-3 /-Lm. The tip surfaces never appear as perfect as the images obtained by an SEM. 
Metal coating and the vacuum environment of the SEM seem to smooth out the structure 
of the glass and prevent adsorbents on the tip. We found that with standard heat polishing 
little effect on the shape of the glass surface was seen, and it seems to be useful mainly 
for removing dust and adsorbents from pipettes that have not been freshly pulled. 

Steep, rigid structures such as an open pipette are, however, ill-suited for the SFM 
because they can destroy the tip of the probe if the feedback circuit of the force 
microscope is too slow to pull back fast enough during the approach. Therefore, the 
approach of the pipette should be done under visual control (Fig. 6) with a slow scan 
rate and a scan width just large enough (= 1 /-Lm) to find the pipette in an acceptable 
time. The approach can take several minutes before a satisfying image is obtained. It 
is recommended to find and store the position of the lever tip before isolating a patch. 
In this way, the pipette can be moved rapidly to the lever tip after formation of the 
membrane patch. While the SFM is used, the motors of the xyz stage have to be turned 
off, as some motor-driven manipulators may oscillate with an amplitude in the range of 
the specified precision. 

In principle, it would be possible to isolate membrane patches from preparations 
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Figure S. Instrumentation and electronics used for the SFM. (A) Schematic overview of the components 
with their connections. Descriptions of single parts are given in the text and in the captions to B-D. (B) 
High-voltage amplifier. The specified voltage range of piezo tubes depends on the wall thickness, with a 
reverse voltage of only about half of the maximum forward voltage. If a symmetrical ± 150-V high-voltage 
amplifier is used, the wall thickness has to be chosen in such a way that the reversed voltage does not 
damage the tube. Therefore, the full voltage range of the piezo cannot be used. To achieve the maximal 
scanning range, we used an asymmetric high-voltage amplifier applying -100 V to +200 V to the z electrode 
and -200 V to + 100 V to the four outer electrodes. In this way the total voltage ranges from -200 V to 
+400 V seen from the inner electrode and makes full use of the possible scanning range of the piezo. (C) 
Feedback circuit. The task of the feedback circuit is to keep the force between the lever and the surface 
constant. To accomplish this, the force detected by the preamplifier is subtracted from the set point given 
by a potentiometer in the feedback circuit. This difference is integrated and fed into the z part of the 
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high-voltage amplifier. If the force is too weak, the piezo approaches; if it is too strong, the piezo retracts 
until the force is equal to the set point. Some additional inputs allow the correction of a slope of the surface 
by adding adjustable parts of the scan voltages to z (slope correction). In this way there are two possible 
ways to form an image. (I) The z signal can be used to obtain information about the height differences on 
the surface. To do so, the scan has to be slow enough, using a small time constant of the integrator, so that 
the z voltage and the piezo can follow the surface immediately, keeping the force constant (constant-force 
mode). (2) The deviation of the force while scanning over the surface can be used at relatively high speeds, 
while the average force is kept constant (constant-height mode). In this way, the z voltage is almost constant, 
and height differences of the surface cause a deviation of the force between surface and lever tip. (D) 
Preamplifier for laser detection. The deflection of the laser beam is measured by a quadrant detector, giving 
three different signals: the sum of all four elements, to measure the total intensity and get the maximum 
signal from the sensor; the difference between the upper and lower elements, to get the force between the 
lever tip and the surface; and the difference between the left and right elements, which gives the friction 
between the lever and the surface. Since the elements of a quadrant detector deliver a current proportional 
to the intensity of the incoming light, this has to be converted into a voltage signal by the current-to-voltage 
converters on the left side of the scheme. These signals are finally added and subtracted by an operational 
amplifiers to achieve the desired three signals. 
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Figure 6. Image of a patch pipette in front of the SFM lever. The silicon substrate of the lever is visible on 
the upper left corner of the image. At the end of the lever, the tip is detectable as a small point directed to 

the tip of the pipette. A lOX objective magnification was used. 

like brain slices or cultured cells in the setup described above. To do so, however, it 
is necessary to position the patch-clamp pipette in an angle of at least 15° relative to 
the chamber to excise the patch and then turn back to the horizontal plane for scanning 
the patch. This would be possible with a xyz<j> manipulator. Our experiments were made 
with Xenopus oocytes to circumvent this problem. These large cells (diameter is about 
1 mm) are easily accessible from the side when they are attached to the bottom of the 
chamber. We prepared oocytes as usual (Methfessel et aI., 1986) and positioned one of 
them on the bottom of the chamber. 

A further reason for using oocytes is the fact that stretch-activated channels are 
present in their membrane and characterization of mechanosensitive (MS) channels is a 
promising task for experiments with a SFM/patch-clamp setup. With the probe of the 
SFM, well-defined forces down to the piconewton range can be applied. Furthermore, 
heterologously expressed recombinant MS channels (e.g., Hong and Driscoll, 1994; Huang 
and Chalfie, 1994) can be investigated in wild-type as well as mutated forms. It should 
be possible to activate single MS channels and verify this by measurements of membrane 
currents. Ultimately, it may be possible to estimate the force needed to gate a single 
MS channel. This experiment, however, exceeds the current limit of resolution of an 
SFM: a single MS channel of a stereocilium coupled to a tip link of a hair cell can 
be activated by forces of some piconewtons (for review, see Hudspeth and Gillespie, 
1994). The minimal force that can be applied perpendicular to the membrane by a 
cantilever tip in the contact mode under water is about 10 pN, and the extent to which 
this direction of the force is transformed into the direction necessary to open these 
channels will depend on the elastoviscosity of the membrane. 

At the moment, before experiments like the activation of a single MS channel can 
be performed, some problems in the approach to an outside-out patch still have to be 
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solved. We have not been able, until now, to scan an outside-out patch. When the tip 
of the patch pipette approached the SFM pyramidal tip, the patch broke, which was 
detectable by the sudden resistance decrease simultaneous with the first signal from the 
SFM. Assuming an omega-shaped outside-out patch, it seems possible that the tip cuts 
the patch when approaching it from the side. Therefore, the exact approach of the pipette 
tip toward the lever tip has to be improved. 

The external face of the plasma membrane can be studied at present only if vesicles 
are formed at the tip of the pipette. Vesicles were obtained by pulling back the patch 
pipette after forming a gigaseal between pipette tip and cell membrane. Vesicles seem 
to be attached much deeper in the pipette, and the membrane on the pipette tip is 
attached inside the surrounding glass walls. An example of an image of a pipette tip 
holding a membrane vesicle is shown in Fig. 7. Part of the vesicle membrane is visible 
as a smooth structure in the middle of the pipette opening, with the resolution in some 
areas as good as about 50 nm. It should be possible to improve the setup in a way to 
increase the resolution to 10--20 nm on membrane patches, similar to the resolution 
obtained for whole cells. A higher resolution (1-2 nm) should be addressed by scanning 
the membrane on the rim of the pipette where the membrane is stabilized by the 
glass surface. 

Despite the lower lateral resolution, changes in the height (z direction) are accurately 
measurable (t.z = 2 nm). This enables investigations of membrane changes to the 
application of suction or pressure or to voltage pulses. Two examples are presented in 
Figs. 8A and B. We applied voltage pulses of ± 100 mV for I sec or 2 sec across the 
vesicle. Some vesicles changed the position of their membrane simultaneously with the 
voltage pulse, and it seems promising to investigate the behavior of membranes when 

Figure 7. Tip of the patch pipette holding a vesicle. The vesicle is detectable as an unsharp structure in the 
middle of the pipette tip. On the right side of the pipette, the bending of the vesicle on the glass wall is 
detectable. SFM images of soft samples often show a lower resolution than those of more rigid structures. 
Additionally, the higher frictional forces distort the image because these forces produce pseudoheights or 
-depths depending on the scan direction. Scan frequency was 40 Hz, and scan size was 2 lim. The image 
was obtained in the constant-force mode, and the height differences between the white and dark parts of the 
image are about 1 /-Lm. Raw data of the scan were filtered and displayed as a side-view image. 
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Figure 8. Scanning force microscope images of a vesicle to which voltage steps are applied from + 100 mY 
to -\00 mY for I sec (right) and 2 sec (left) . It produces a movement of the outcr membrane of about 10 
nm, detectable as darker bars in the image (i.e., moving deeper in the pipette), These bars are visible only 
on the membrane but not on the glass wall, indicating that they are induced only by a movement of the 
membrane itself. On the left and right sides. the lime courses of the applied voltage are di splayed. The 
vesicle was scanned from above with a scan frequency of 20 Hz. Raw data of the whole image are shown. 

Figure 9. Application of suction to an inside-out patch is demonstrated by a series of pictures of inside-out 
patches. Time increases from left to right. Raw data (scan frequency =60 Hz, and scan size =3 }.Lm) are 
shown. The inside-out patch was obtained without suction while fonning the cell -attached gigaseaJ and is 
attached close to the end of the pipette. Suction tears the middle of the patch into the pipette. This effect 
could be reversed by reducing the suction or applying pressure. 
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Figure 10. Three-dimensional plots of the images shown in Fig. 9. A corresponds to the first image on the 
left. and B to the last image from the left. Two different image-processing procedures were used. In A, the 
membrane attachment to the glass wall (the higher parts in the background) is clearly visible. The center of 
the patch on the image of A is coming out of the pipette while the surrounding part is sagging into the tip 
opening. In B. the applied suction tears only the middle of the patch into the opening of the pipette tip. 
Here, the high structures in the foreground of the image are parts of the glass wall. Image sizes are about 
1 j.Lm in A and in B. Height differences between "mountains" and "valleys" are about 200 nm in both images. 

voltage-gated ion channels are present in the membrane, as dipoles in channel proteins 
could be rearranged by an external electric field inducing a tension on the membrane patch, 

Inside-out patches were considerably more stable than outside-out patches, perhaps 
because they are located deeper in the pipette tip and have more contact with the glass, 
Inside-out patches formed without previous application of suction seemed to be folded 
into the pipette tip by not more than about 2 j.lm, since this is the estimated depth that 
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the lever can move into an opening of 2-J..I.m diameter without knocking the substrate 
of the probe on the edges of the opening. It seems possible that parts of the cytoskeleton 
are still attached to the inside-out membrane patch, and therefore structural differences 
may be detectable between the inner and the outer sides of the membrane. Figure 9 
shows several images of an inside-out patch spanning the tip of the pipette. Positive or 
negative pressure applied to the pipette produced large changes in the shape of the patch 
(see also Fig. 10). The seal resistance did not change when the patch was exposed to 
the pressure changes. It should be possible to measure the elasticity of different membranes 
by applying a defined pressure (see Chapter 14, this volume). In this way, the pressure 
can be correlated with the detected changes in z direction in the patch. 

4.3. Outlook 

The experiments described above are still in progress and suggest that the combination 
of SPT with the patch-clamp technique is potentially useful in characterizing cell 
membranes. Further experiments are planned such as real-time resolution of dynamic 
processes in the range of 100 msec for complete images and in the range of a few 
microseconds for small areas of the membrane surface. This might enable simultaneous 
measurement of capacitance and surface structure of cells undergoing exo- and endocytosis 
or the direct excitation of mechanical sensors like the hair cells of the inner ear. 

Recent progress in analyzing MS channels (Sukharev et ai., 1994) as well as cloning 
of a MS channel from Caenorhabditis elegans (Hong and Driscoll, 1994; Huang and 
Chalfie, 1994), which is thought to be involved in touch sensitivity make combined 
studies employing SPT and patch-clamp methods even more exciting. Expression of 
cloned MS channels opens possibilities such as measures of the effects of site-directed 
mutagenesis for structure-function analysis. 

Technically, recent advances in the development of the SPT have extended the 
possibilities of the SFM. For instance, the development of cantilevers with piezoresistant 
thin layers can circumvent an optical detection system. The bending of the cantilever in 
this case is proportional to the resistance of the thin layer on top of the cantilever. Also, 
the development of procedures for preparing tips coated with antibodies, agonists, or 
drugs continue, which will facilitate investigations of interactions between specific 
molecules. Thus, the major advantage in the future of introducing the SPT may not be 
the suboptical resolution on surfaces of cell membranes but the possibility of probing 
mechanical and chemical properties in the nanometer range. 
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Chapter 18 

The Principles of the Stochastic Interpretation of 
Ion-Channel Mechanisms 

DAVID COLQUHOUN and ALAN G. HAWKES 

1. The Nature of the Problem 

1.1. Reaction Mechanisms and Rates 

Most mechanisms that are considered for ion channels (as for any other sort of chemical 
reaction) involve reversible transitions among the various possible discrete chemical states 
in which the system can exist. Other sorts of mechanisms may, of course, exist; for example, 
there may be an irreversible reaction step, a problem that is considered in Section 7. Our 
primary aim is to gain insight about the nature of the reaction mechanism from experimental 
observations. In this process, we may also obtain estimates of numerical values for the rate 
constants in the mechanism. 

The sort of mechanism that is commonly considered can be illustrated by the following 
examples. In each case, the symbol that denotes the rate constant for a transition is appended 
to the arrow that represents the transition; the interpretation of these rate constants is consid
ered below. The simplest reaction mechanism consists of a transition between a single shut 
state of the ion channel and a single open state: 

W 
Shut~Open 

a (1) 

There are two states altogether. If a ligand must be bound before the ion channel can open, 
at least three discrete states are needed to describe the mechanism. The mechanism of Castillo 
and Katz (1957) has two shut states and one open state; this is usually represented as 

shut open 
I 1'-----' 

R~ AR, ~ , AR* 
L, a 

LJ 
vacant occupied (2) 

where R represents a shut channel, R * an open channel, and A represents the agonist molecule. 

Note to the reader: At the author's request this chapter will use British spelling and the abbreviations ms 
and f.Ls instead of msec and f.Lsec. 
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The simplified mechanism of the axonal sodium channel also has two discrete shut 
states and one open state; if inactivation of the channel can occur without channel opening, 
the reaction must be written in a cyclical form: 

Open 

ShU~ 1 
'Inactivated (3) 

Some other examples are considered below (see Sections 4 and 13). 
The usual procedure would be first to postulate a plausible mechanism, then to use the 

law of mass action to predict its expected kinetic and equilibrium behaviour, and finally to 
compare these predictions with experimental observations. Such predictions concern, of 
course, the average behaviour of the system. 

If we are recording from a large number of molecules (ion channels, in the present 
case), then it is only the average behaviour that can be observed. For example, if the transition 
rates between the various states are constant (do not vary with time), then the time course 
of the mean current, /(t), through the ion channels will be described by the sum of k - 1 
exponential terms, where k is the number of states in the system (see examples above). Thus, 

(4) 

[Note that exp( -tl'T) is often used as an alternative way of writing e- tIT .] For any specified 
mechanism, the amplitudes Wi and the time constants 'Ti can be calculated by the methods 
given, for example, by Colquhoun and Hawkes (1977), as can the predicted noise spectrum. 
A 'cookbook' approach to programming such calculations is provided in Chapter 20 (this 
volume). The values of 'Ti each depend on all of the rate constants in the mechanism, and 
they have, in general, no simple physical significance (although in particular cases they may 
approximate some physical quantity such as mean open lifetime or mean burst length). 

If, on the other hand, we record from a fairly small number of ion channels, the 
fluctuations about the average behaviour become large enough to measure, and Katz and 
Miledi (1970, 1972) showed how these fluctuations (or 'noise') could be interpreted in terms 
of the ion channel mechanism. Suppose, for example, that there are N = 106 ion channels 
and that, at equilibrium, there are 1000 channels open on average. The probability that an 
individual channel is open at a given moment is p = 10001106 = 0.001, so the standard 
deviation of the number of open channels is given by the binomial distribution as [Np(l -
p)]1/2 = 31.6. The number of channels that are open at equilibrium is therefore not constant 
at 1000, but is 1000 ± 31.6, where the standard deviation reflects the random fluctuations 
in the number of open channels from moment to moment (see examples in Colquhoun, 1981, 
for an elementary discussion). 

The law of mass action states that the rate of any reaction is proportional to the product 
of the reactant concentrations. The proportionality constant is described as a 'rate constant' 
(a, 13, Lb etc.) and is supposed to be a genuine constant, i.e., not to vary with time. This 
is not necessarily true, however; for example, the channel-shutting rate constant, a, is known 
to be dependent on membrane potential (for muscle-type nicotinic receptors), so it will stay 
constant only if the membrane potential stays constant (i.e., only as long as we have an 
effective voltage clamp). Furthermore, for an association reaction with rate constant k+1 
(dimension M-1s- 1), the transition rate (dimensions S-I) will be k+IXA where XA is the free 
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ligand concentration; this will be constant only if neither the ligand concentration nor the 
rate constant varies with time. In many sorts of experiments there is a considerable risk of 
transient concentration changes that would violate this condition. Of course, it is still possible 
to solve the kinetic equations even if the transition rates are not constant, as long as their 
time course is known, but this adds considerably to the complexity (we no longer get sums 
of exponential terms) and is not considered here. 

We have already mentioned that the current, ](t), is only an average value; there will 
be fluctuations about this average as a result of moment-to-moment random variations in 
the number of ion channels that are open. The smaller the number of ion channels that we 
record from, the larger (relative to the mean current) the fluctuations will be. When we 
record from a single ion channel, the current varies in a step-like fashion between (in the 
simplest cases) two values, fully open and fully shut (Neher and Sakmann, 1976; Hamill et 
aI., 1981). The current is effectively never equal to its equilibrium value; it is always zero 
or 100%. Equilibrium can be defined only over a long time period; the term "fraction of 
channels open at equilibrium" must be replaced by "the fraction of time for which the single 
channel stays open," a quantity that can be measured accurately only over a period of 
observation long enough to contain many open and shut intervals. A long stretch of record 
is needed because we are looking at a single molecule, and its behaviour is, of course, random. 

1.2. Rate Constants and Probabilities 

In ordinary chemical kinetics, a rate constant describes the rate of reaction; for example, 
a in equation 1 or 2 describes the rate of the channel-shutting reaction. The transition rates 
(e.g., LI or k+IXA) have the dimensions of frequency (S-I), and they can be interpreted as 
frequencies. For example, in equation 1, the number of shuttings that occur per second (of 
individual molecules) is simply a multiplied by the fraction of channels that are in the open 
state. At eqUilibrium, the number of shuttings per second (a times the fraction of channels 
that are open) will be equal, on average, to the number of openings per second (13' times 
the fraction of channels that are shut). This frequency interpretation of rate constants is 
described in more detail by Colquhoun and Hawkes (1994) and is illustrated in Sections 4.6 
(Fig. 6) and 9.1. 

However, when we look at a single ion channel, we see that the shutting takes place 
at random, so the rate constant must be interpreted in a probabilistic way: a is a measure 
of the probability that an open channel will shut in unit time (though, because a has dimensions 
of S-I, it is clearly not an ordinary probability, which must be dimensionless). Roughly, we 
can say that for a time interval I1t, 

Prob( open channel shuts during 11t) == al1t 

This is dimensionless, but it is still not a proper probability because it can be greater 
than unity. Also, this definition does not make clear whether or not several openings and 
shuttings are allowed to occur during the time interval I1t. It turns out that the proper way 
to write this definition can be arrived at by introducing a 'remainder term,' which we do 
not specify in detail but which has the property that it disappears (relative to I1t) as /1t 
becomes very small. This term would describe, for example, the possibilities of several 
transitions occurring during I1t, which clearly becomes negligible for small I1t. This remainder 
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tenu is written as o(at) (further discussion of such tenus is found, for example, in Colquhoun, 
1971, Appendix 2). Thus, we can now write: 

Prob(open channel shut during at) = aat + o(at) 

More properly, the left-hand side should be written as a conditional probability, the probability 
that a channel shuts during at given that it was open at the start of this period: 

Prob(channel shuts between t and t + atlchannel was open at t) = aat + o(at) (5) 

(the vertical bar is read as "given"; see Section 2). 
Notice that this is supposed to be the same at whatever time t we start timing our 

interval, and also to be independent of what has happened earlier, i.e., it depends only on 
the present (time t) state of the channel. This is a fundamental characteristic of our type of 
random process (a homogeneous Markov process). Further progress appears to be prevented 
by the unspecified term o(at) in equation 5. This term can, however, always be eliminated 
by dividing by at and then letting at tend to zero. In this way, the o(at) tenus disappear, 
and we obtain a differential equation that can be solved in the nonual way. This procedure 
is illustrated in Section 3. 

We have defined a probability in tenus of a rate constant in equation 5; rearrangement 
of this gives a definition of the rate constant in probabilistic tenus. Roughly, 

a "" (Probability of shutting in at)/ at 

or, more properly, from equation 5, 

a = lim [Prob(channel shuts between t and t + atlopen at t)/ at] 
& .... 0 

= lim [Prob(channel shut at t + atlopen at t)/ at]. 
&->0 

(6) 

More generally, we can define any transition rate in this way. Denote as % the transition 
rate from state i to state j. Then 

where 

% = lim [Prob(statej at time t + atlstate i at t)/at] 
41->0 

= lim [Pij(at)/ at] 
41 .... 0 

Pij(t) = Prob(state j at time tl state i at time 0) 

Notice that a transition rate must always have dimensions of s-'. 

1.3. Fractal and Diffusion Models 

i=l=j 

(7) 

(8) 

Classical chemical kinetics, based on the law of mass action, has always entailed the 
assumption that the system can exist in a small number of discrete states, as in the examples 
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given above. The advent of single-channel recording has provided perhaps the strongest and 
most direct evidence for the existence of discrete states of large protein molecules. The 
switch between shut and open states, or between open states of different conductance, is 
very fast, with no detectable intermediate states; this is exactly what is expected on the basis 
of the classical postulates of chemical kinetics. Yet, ironically, it is these same observations 
that have caused these postulates to be questioned. 

It has been suggested that, because proteins can exist in an essentially infinite number 
of conformations, it is inappropriate to postulate a small number of discrete states, and some 
sort of fractal or diffusion model should be preferred (Liebovitch et ai., 1987; Uiuger, 1988; 
Milhauser et ai., 1988; Liebovitch, 1989). Such models usually predict that the probability 
of a transition occurring in unit time will not be constant and so differ fundamentally from 
the Markov model. There are several reasons to think that such approaches are not, at present, 
likely to be very helpful. 

The most important reason is that the experimental evidence shows Markov models to 
fit the data better than the alternatives (as formulated up to now); see, for example Korn 
and Horn (1988), McManus et ai. (1988), Sansom et ai. (1989), McManus and Magleby 
(1989), Petracchi et al. (1991), and Gibb and Colquhoun (1992). An example of this evidence 
is given later (see Section 10.3). 

A second reason is that the theoretical argument is not entirely convincing. Fractals 
stem from mathematics rather than physics, so it is far from clear what they can tell us about 
the real world (the same comment applies to catastrophe theory, which, at the height of its 
fashion, was said to "explain" almost every biological phenomenon from riots to action 
potentials but is now almost forgotten). Diffusion theory, on the other hand, has a sound 
physical basis and must be taken more seriously. Clearly, a protein (or, indeed, much smaller 
molecules) can exist in an infinite number of conformations, but this does not preclude the 
existence of a limited number of states, or conformations, that are much more stable than 
the others (e.g., Uiuger, 1985, 1988). Such "discrete" states are not, of course, fixed and 
stationary. All the parts of the molecule have thermal motion, much of it very rapid (on a 
picosecond time scale), so there is continuous fluctuation around the average structure of 
the "discrete" state, but if these fluctuations are of no great functional significance (e.g., 
have only a small effect on channel conductance), then there is no need to incorporate them 
into the model. To attempt to do so merely increases vastly the number of parameters to be 
estimated without contribution to the usefulness of the model. In fact, the fractal formulation 
does not attempt the impossible task of estimating all the relevant parameters but, on the 
contrary, attempts to describe the data with only two, neither of which has any obvious 
physical significance. 

In summary, the simple forms of the fractal argument that have been used fail to fit the 
data adequately in many cases. Furthermore, even if it were true that an infinite (or at least 
very large) number of states should be considered, it would be impossible to estimate from 
experimental data parameters with genuine physical significance. Just as in all other science, 
the mechanisms with a few discrete states that we use are undoubtedly approximations, but 
they have parameters that can be estimated, have real physical significance, and they have 
proven predictive value (see Colquhoun and Ogden, 1986; Horn and Korn, 1989). 

2. Probabilities and Conditional Probabilities 

The definitions just given are in terms of probabilities and conditional probabilities. It 
may be useful at this stage to illustrate exactly what these terms mean. Consider the behavior 
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Figure 1. Illustration of the meaning of probabilities and 
conditional probabilities (see text). 

of eight individual ion channels illustrated in Fig. 1. Imagine that these eight channels behave 
in a manner typical of a much larger number of channels so that the ratios given are good 
estimates of the true or long-term average values of the probabilities. One possible example 
of their behaviour is shown in Fig. 1. 

Only one channel of the eight is both open at t and shut at t + At, so 

Prob(open at t and shut at t + At) = (number open at t and shut at t + At)/(total number) 
= 1/8. 

However, the conditional probability, Prob(shut at t + At I open at t), although it has 
the same numerator, has a different denominator; it is defined with respect to the population 
of channels that obey the prior condition, i.e., those that were open at t. These are three in 
number (channels 4, 5, and 6), so the conditional probability is 

Prob(shut at t + Atlopen at t) = (number open at t and shut at t + At)l(number open at t) 
= 113. 

This is an example of the general rule of probability that for any events A and B, 

Prob(B I A) = Prob(A and B)/Prob(A) 

Prob(A and B) = Prob(A) Prob(B I A) 

In this case, A is 'open at t'; B is 'shut at t + At.' So in this example, 

Prob(B I A) = (118)/(3/8) = 1/3 

(9) 
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In general, if A and B are independent, then the probabilities of B cannot depend on 
whether A has occurred or not. Therefore, Prob(B I A) can be written simply as Prob(B), 
and equation 9 reduces to the simple multiplication rule: 

Prob(A and B) = Prob(A) Prob(B) (10) 

3. The Distribution of Random Time Intervals 

3.1. The Lifetime in an Individual State 

We are interested in the length of time for which the system stays in a particular state, 
for example, the open state. These lengths of time are random variables, and the form of 
their variability can be described by a probability distribution. Time is a continuous variable, 
so we wish to find the probability density function (pdf) of, for example, open lifetimes. 
This is a function ft.t), defined so that the area under the curve up to a particular time t 

represents the probability that the lifetime is equal to or less than t. Thus, the pdf can be 
found by differentiating the cumulative distribution (or distribution function) Prob(open 
lifetime ::5 t), which is usually denoted F(t). The pdf is thus 

f(t) = lim [Prob(lifetime is between t and t + at)/ at] (11) 
<l.1~O 

A number of approaches to the derivation of this distribution are possible. We shall 
first derive it directly and then mention some other approaches. Take, as an example, the 
length of time for which a channel stays open. First define a probability, which we shall 
denote R(t), as 

R(t) = Prob(channel stays open throughout the time from 0 to t) (12) 

It is worth noting that this is a rather different sort of probability from that used in analyzing 
relaxations or noise. In these cases, we are interested, for example, in the probability that a 
channel is open at time t, given that it was open at t = 0, regardless of whether the channel 
may have shut one or more times in between. In reliability theory, the sort of probability 
defined in equation 12 is known as the reliability function; it represents the probability that 
a system remains operational throughout the period 0 to t. 

Now, from equation 5 we know that 

Prob(shut at t + atlopen at t) = a.at + o(at), (13) 

where a. is the ordinary rate constant for the shutting reaction (or, more generally, the sum 
of the rate constants for all routes by which the open channel can shut). The channel obviously 
must either shut or not shut during at, so the probabilities for these two alternatives must 
add to unity. Hence, 

Prob(channel does not shut between t and t + atlopen at t) = 1 - a.at - o(at), (14) 
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From equations 9 and 12, we can now define 

R(t + ~t) = Prob(channe1 stays open throughout the time from 0 to t + ~t) 
= Prob( open throughout 0, t)· Prob( open throughout t, t + ~t I open (15) 

throughout 0, t) 

Now the crucial Markov assumption, discussed following equation 5, is that the last probability 
does not depend on the whole history from 0 to t but only on the fact that the channel is 
open at time t. Thus, 

Prob( open throughout t, t + ~t I open throughout 0, t) 

= Prob(open throughout t, t + ~tlopen at t) 

(16) 

But equation 16 is just the probability that was derived in equation 14, and the first probability 
in equation 15 is simply R(t), so equation 15 can be written as 

R(t + ~t) = R(t)[l - ex~t - o(~t)] (17) 

Thus, 

R(t + ~t) - R(t) = -R(t)[ex + O(~t)] 
~t ~t 

If we now let ~t ~ 0, the left-hand side becomes the first derivative of R(t), and the remainder 
term disappears, so 

d~~t) = -a.R(t). (18) 

As long as ex is a constant (not time dependent), the solution of this equation is 

R(t) = e-al (19) 

because R(O) = 1 (Le., channel cannot move out of the open state in zero time). 
Next, we notice that if the channel stays open throughout the time from 0 to t, its open 

lifetime must be at least t. This is the crucial step that relates the argument to the distribution 
of open times. We can therefore write 

R(t) = e-al = Prob(channel stays open throughout time from 0 to t) 

= Prob( open lifetime > t) (20) 

and therefore, 

Prob(open lifetime ::s; t) = 1 - R(t) = 1 - e-at = F(t) (21) 
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This defines the cumulative distribution, F(t), of open-channel lifetimes. The required pdf 
for the open-channel lifetime is the first derivative of this, i.e., 

dR(t) 
f(t) = dF(t)ldt = ---= OI.e-a1 

dt 

[for times less than zero, .f(t) = 0]. 

(t ~ 0) (22) 

This pdf is described as an exponential distribution, or exponential density, with mean 
1/01.. It is a simple exponentially decaying curve. This is quite different in shape from the 
well-known Gaussian or "normal" distribution: rather than being a symmetrical bell-shaped 
curve, it is an extreme example of a positively skewed distribution with the mode (maximum) 
at t = 0 (compare with the Gaussian curve for which the mode is the same as the mean). 
The exponential distribution has the same sort of central role in stochastic processes as the 
Gaussian distribution has in large areas of classical statistics. 

For any pdf, .f(t), the mean is given by 

mean = [Xl tf(t)dt 

For nonnegative random variables, .f(t) = 0 when t < 0, and the lower limit of this integral 
can be taken as zero; then integration by parts yields a useful alternative formula that is 
sometimes easier to calculate. Thus, 

mean = Lco tf(t)dt = r R(t)dt (23) 

which, in the present example, is 1/01., the mean open lifetime. 

3.2. Another Approach to the Exponential Distribution 

An open channel must overcome a certain energy barrier before it can flip to a shut 
conformation. The energy needed for this purpose comes from the random thermal energy 
of the system. The bonds of the channel protein will be vibrating, bending, and stretching, 
and much of this motion will be very rapid, on a picosecond time scale. One can imagine 
that each time the molecule stretches, it has a chance to surmount the energy barrier and 
flip shut. Each "stretch" is like a binomial trial with a certain probability, p, of success (i.e., 
shutting) at each trial. Since the stretching is on a picosecond time scale, but the channel 
stays open for milliseconds, clearly, the chance (P) of success at each trial must be small, 
and a large number (N) of trials will be needed before the channel shuts. Now, when N is 
large and p is small, the binomial distribution approaches the Poisson distribution. The 
Poisson distribution gives the probability of there being no successes (i.e., no shutting) in 
time t as e-U1 , where 01. is the mean frequency of successes in unit time. If there is no success 
at shutting in time t, then the open lifetime must be greater than t, and, since we have found 
that the probability of this is e-a1, we are led directly to equation 20 and hence to the 
exponential pdf. 
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3.3. Generalizations 

The above argument was mostly concerned with the open time, but clearly the same 
argument applies to the time spent in any single specified state. For the simplest mechanism 
(equation 1), therefore, the open time is exponentially distributed with mean lIa, and the 
shut time has pdf g(t) = J3' e-I3", i.e., it is exponentially distributed with mean 1113' for a 
single channel. If more than one channel contributes to the observations, the shut times will 
appear to be shorter than this, of course. In general, we can, by a similar argument, give the 
following rule: 

Lifetime in any single state is exponentially distributed with mean (24) 
= l/(sum of transition rates that lead away from the state) 

In general, for mechanisms with many states, we expect that all of the distributions of 
quantities such as open times, shut times, burst lengths, and so on will be mixtures of 
exponentials. This will be the case when the transition rates are constant (see above), and 
we therefore expect Markov behaviour. Such distributions are often described has being a 
sum of exponential components, just like the macroscopic current in equation 4 (except that 
there will usually be fewer components in the single-channel distributions). It is actually 
preferable to refer to such distributions as having the form of a mixture of exponential 
distributions (or of exponential densities). Each component can be written in the form of a 
simple exponential distribution, i.e., A,exp( - Ai t), where Ai is the reciprocal of the time 
constant, or mean, for the ith component, Ti = IIAi. Each such distribution has unit area, 
and to ensure that the final distribution also has unit area, each component is multiplied by 
a fraction area, aj, the relative area occupied by the ith component; these are such that the 
sum of the areas is unity. Thus, the general form for a pdf that is a mixture of exponentials is 

or, for n components, 

;=n 

f(t) = .L ajAje-lI.i' (25) 
i=1 

where 

.L aj = 1. 

The question of the number of components that would be expected in particular cases is 
addressed below and discussed more generally in Section 13.5. 

It is often of interest to know the distribution of the time spent within any specified set 
of states (e.g., all shut states) rather than in a single state. In this case the system can oscillate 
among the various states within the set in a random way; the time that elapses before the 
set of states is eventually left will (under our usual assumptions) be described by a mixture 
of exponential distributions. The derivation of such distributions is exemplified by the burst
length distribution discussed in Section 4.7 and by the derivation of the shut-time distribution 
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given by Colquhoun and Hawkes (1994). The general solution is given by Colquhoun and 
Hawkes (1982), and this is discussed briefly in Section 13.3 and Chapter 20 (this volume). 

3.4. Relationship between Single-Channel Events and Whole-Cell 
Currents 

It is, of course, no coincidence that, on one hand, the mean current through a large 
number of ion channels follows an exponential time course (see equation 4) and, on the 
other hand, the random lifetimes of elementary events are described by exponential distribu
tions. This can be illustrated schematically for the case of the decay phase of a miniature 
end-plate current. According to Anderson and Stevens (1973), the decay phase, which follows 
a simple exponential time course, is determined by the lifetime of individual open channels. 
This is illustrated in Fig. 2b,c. At zero time, a number of ion channels are opened, almost 
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Figure 2. a: An exponential distribution of the duration of channel-open times. The histogram shows the 
number of openings per bin of 0.5-msec width (R. temporaria. synaptic channels. 50 nM acetylcholine, -80 
mY. 8°C; D. C. Ogden, D. J. Adams, and D. Colquhoun, unpublished data). The continuous line shows an 
exponential probability density function that has been fitted to the observations (above 0.5 ms) by the method 
of maximum likelihood (see Chapter 19, this volume). It has a time constant of T = 3.2 ms, i.e., a rate 
constant of A = lIT = 312.5 S-I. The estimated exponential probability density function is therefore (see 
equation 22) I(t) = Ae- A1 = 312.5e-312.51 S-I, the area under this curve is, as for any probability density 
function, unity. In the figure, I(t) has been multiplied by the number of observations that lie under the fitted 
curve (480) and expressed in units of (0.5 ms)-I rather than S-I, so the continuous curve can be superimposed 
on the histogram (see Section 5.1.5 of Chapter 19, this volume). Thus, for example, the intercept at t = 0 
is plotted not as 1(0) = 312.5 S-I but as 312.5 S-I X 480/2000 = 75 (0.5 ms)-I, where the factor 2000 is 
0.5 msll s. The horizontal dashed lines show the frequency in each bin as calculated from the continuous 
curve. b: Simulated behaviour of five individual channels that were open at the time (t = 0) at which the 
acetylcholine concentration had fallen to zero. Opening is plotted downward. The channels stay open for a 
random (exponentially distributed) length of time with a mean of 3.2 ms. c: Sum of the five records shown 
in b. The total number of open channels decays exponentially (as illustrated in Fig. 3c) with a time constant 
of 3.2 ms in this example. Reproduced from Colquhoun (1981), with permission. 
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synchronously, by a quantum of acetylcholine; the acetylcholine then rapidly disappears so 
that a channel, once it has shut, cannot reopen. The length of time for which each channel 
stays open is described by an exponential distribution (Fig. 2a,b), which ensures that the 
total current through a large number of such channels will decay along an exponential time 
course (Fig. 2c). 

This simple argument works only because the channels were supposed to open almost 
simultaneously. This is true, to a good approximation, for synaptic transmission mediated 
by nicotinic receptors, but it is far from true for NMDA-type glutamate receptors (Edmonds 
and Colquhoun, 1992). In such cases we need also to consider the distribution of the time 
(first latency) from the application of the stimulus (e.g., synaptic release of transmitter) to 
the time when the channel first opens. The complications that arise in such cases will be 
considered in Sections 9-11. 

3.5. Pooling States That Equilibrate Rapidly 

If, in mechanism 2, the binding step were very fast compared with the subsequent 
conformation change, and so fast that it was beyond the resolution of the experiment, then 
the vacant and occupied states would behave, experimentally, as a single (shut) state. This 
may be represented diagrammatically by enclosing the two states in a box, thus: 

shut 'state' (26) 

If the binding and dissociation are fast enough, the vacant and occupied states will be 
close to equilibrium at all times (even if the system as a whole is non Therefo~ 
the transition between them has been labelled only with the eqUilibrium constant, KA = 
k-,Ik+ [, rather than with the separate rate constants. This procedure has reduced the effective 
number of states in the mechanism from three to two (just shut and open). This does not 
affect the way we look at the shutting reaction, with rate constant Ct. However, we have to 
be more careful about how we treat the opening reaction. The transition rate from shut to 
open can no longer be taken as 13, because the "shut state" spends part of its time without 
ligand bound (R), and while the receptor is not occupied, opening is impossible. The fraction 
of time for which the "shut state" is occupied (in AR) and so capable of opening is simply 
the equilibrium fraction of shut states that are occupied, i.e., xA/(XA + KA). Thus, the effective 
opening rate constant is 

(27) 

When 13' is so defined, the three-state mechanism in equation 2 becomes formally identical 
to the two-state mechanism in equation 1. 

The argument just presented is related to the discussion of 'discrete states' in Section 
1.3. What we refer to here as a discrete state must, since the protein is not stationary, consist 
of many conformations (or substates) that interchange rapidly. But if the lifetime of each 
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individual substate is exponentially distributed, we expect that the overall lifetime will itself 
be a mixture of exponentials with Markovian behaviour. If most of the time is spent in one 
substate, which may be visited many times, then we expect that the distribution of the overall 
lifetime will itself be essentially a simple exponential. This is a result of the following fact, 
which is derived later, in Section 9.3: 

The sum of a random number of exponentially distributed time 
intervals is itself exponentially distributed. (28) 

What we mean by a "fast" reaction depends entirely on the time resolution of the experiment 
as well as on the rates of other steps in the mechanism. What is fast in one context may be 
slow in another; further examples are given by Colquhoun and Hawkes (1994). 

4. A Mechanism with More Than One Shut State: The Simple Open 
Ion Channel-Block Mechanism 

The two-state mechanism in equation 1 is simple because it is possible to tell which of 
the two states the system is in at any moment simply by inspecting the experimental record 
(though, in practice, complications would arise if more than one channel were contributing 
to the recording; see Section 8). In most cases of practical interest, there are likely to be 
several (experimentally indistinguishable) shut states, and possibly more than one open state 
too (see, for example, Section 13). It may be noted that, insofar as there will usually be 
more shut states than open ones, the distributions of shut periods are potentially far more 
informative than the distributions of open times. A simple example of a mechanism with 
two shut states is now considered in some detail. 

4.1. A Simple Ion Channel-Block Mechanism 

Consider the following simple mechanism (Armstrong, 1971; Adams, 1976) for ion 
channel block, which assumes that agonist binding is much faster than the open-shut reaction, 
as discussed in Section 3.5 (this is unlikely to be true, at least for the muscle nicotinic receptor). 

W k+B 

Shut ~ Open ~ Blocked. (29) 
a k-B 

State number: 3 2 

In this mechanism, the transition rate from open to blocked states is k+BXB, where XB is the 
concentration of the blocking molecule. In this example, there are two shut states (shut and 
blocked). Neither of the shut states conducts any current, so it is not possible to tell for 
certain which of the two shut states the system is in at any moment simply by looking at 
the experimental record. This makes matters more complicated. 

4.2. Relaxation and Noise 

In this example, there are k = 3 states, so it would be expected that relaxations and noise 
experiments would be described by the sum of two components (exponential or Lorentzian, 
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respectively) with rate constants denoted Al and A2. The following results can be derived as 
described by Colquhoun and Hawkes (1977). 

Although it is often convenient to derive results in terms of the rate constants Al and 
A2, it is preferable, whenever possible, to refer to the time constants, 1'1 = 1IAI and 1'2 = 11 
A2 (as used in equation 4). There are two reasons for this. First, it avoids confusion between 
the fundamental rate constants in the mechanism (L" etc), and the derived or observed rate 
constants, A. Each of the observed rate constants depends on all of the fundamental rate 
constants. These components are easy to observe in the case of some channel-blocking drugs, 
as illustrated in Fig. 3. Second, it is easier to think in terms of time rather than frequency. 

In this case, we find the two rate constants to be the solutions of the quadratic equation 

A2 + bA + c = 0 (30) 

where 

(31) 

a 

30nA 

30ms 

30ms 

Figure3. a and b: Endplate currents at -130 mY (dots) evoked by nerve stimulation (inward current is 
shown downward). a: Control, fitted with single exponential ('T = 7.1 ms). b: In presence of 5 f.LM gallamine, 
fitted with sum of two exponentials (r = 1.37 and 28.1 ms). c and d: Spectral density (dots) of noise (at 
- 100 mY) induced by carbachol. c: Carbachol (20 f.LM), fitted with single Lorentzian (r = 3.47 ms) d: 
Carbachol (100 f.LM) in presence of gallamine (20 f.LM), fitted with sum of two Lorentzians (r = 0.65 ms 
and 7.28 ms). Reproduced from Colquhoun and Sheridan (1981), with permission. 
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and KB = LBlk+B is the equilibrium constant for blocker binding. The relative amplitudes 
of the two components are also related to the reaction rate constants, though in a rather 
complicated way (see Colquhoun and Hawkes, 1977; Chapter 20, this volume). 

4.3. Open Lifetimes of Single Channels 

By contrast with noise or relaxation, the analysis of open times for single channels is 
very simple in this case. There is only one open state, and it is identifiable on the experimental 
record. By virtue of the rule given in expression 24, the open lifetime must therefore be 
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distributed exponentially with mean lI(u + k+BXB)' This follows from expression 24 because 
there are two ways out of the open state (shutting or blocking) with transition rates u and 
k+ BXB, respectively. 

4.4. Shut Lifetimes of Single Channels 

Because there are two indistinguishable shut states, this is not as simple as previous 
cases. However, in this particular mechanism, the two shut states cannot intercommunicate 
directly but only by going through the open state. This makes matters much simpler than 
they would otherwise be, because each period for which the channel is shut must consist 
either of a single sojourn in the shut state (exponentially distributed with mean 1113') or of 
a single sojourn in the blocked state (exponentially distributed with mean 11k- B), The overall 
distribution of shut times is therefore simply a mixture of these two distributions in proportions 
dictated by the relative frequency of sojourns in the shut and blocked states (as long as 
only one channel contributes to the observations; see Section 8). These frequencies will be 
proportional to u and k+BXB, respectively, because these rate constants give the relative 
frequencies (probabilities) with which each of the two shut states is entered, starting from 
the open state. Thus, the pdf of all shut times can be put into the general form of a mixture 
of (in this case) two exponentials (see equation 25), as 

where the areas of the two components are 

(32) 

4.5. Bursts of Openings 

If the agonist concentration is low (13' is low), openings are infrequent, and if the blocker 
dissociates quite rapidly from the open channel (k-B is large), blockages are brief. In this 
case, openings would be expected to occur in bursts as the channel blocks and unblocks 
several times in quick succession before entering a long shut period. This has been observed 
in many cases (e.g., Neher and Steinbach, 1978; Ogden et at., 1981) and is illustrated in 
Fig. 4. 

The burst-like appearance is just the single-channel equivalent of a double-exponential 
relaxation, as illustrated in Fig. 5 (compare Fig. 2, in which a simple exponentially distributed 
open lifetime gave rise to a simple exponential relaxation). But not all channel blockers will 
produce such obvious effects, as discussed next. 

4.5.1. Fast Channel Blockers 

Some low-affinity blockers produce very brief blockages (e.g., about 20 I1S for acetylcho
line itself on nicotinic receptors; Ogden and Colquhoun, 1985). They therefore have noticeable 
effects only at high concentrations, at which blockages are very frequent. Bursts will consist 
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A 

20 ms 

B 

10 ms 

Figure 4. Channel blockage at the single-channel level, illustrated by the block of NMDA-type glutamate 
receptor channels by magnesium ions. The control trace in A shows openings of an NMDA receptor in the 
absence of magnesium (30 nM glutamate and 1 11M glycine in calcium-free EDTA-buffered solution, with 
free Mg2+ about 0.2 11M; see Gibb and Colquhoun, 1992). The trace in B was obtained in the presence of 
25 11M free Mg2+ (EDTA-buffered solution, 100 nM glutamate). Despite the complexity of the shut-time 
structure even in the absence of magnesium, the effect of channel blockage is very obvious. The channel 
openings in B are much shorter on average (so filtering prevents most of them from attaining full amplitude) 
and are frequently interrupted by brief blockages. Filtered at 3 kHz (-3 dB). (Unpublished results of A. J. 
Gibb on dissociated adult rat hippocampal CAl cells.) 

of a large number of very short openings (k+sXB is large) separated by very short blockages 
(LB is large). Most of these are too brief to be clearly resolved, so the bursts look like single 
noisy openings of reduced amplitude. According to mechanism 29, we would expect to see 
only the slow component of the biphasic relaxation (see Fig. 5), which corresponds roughly 
to the burst length (see below). Such blockers would appear to slow down the relaxation. 
(In the case of very brief interruptions that occur with agonist alone, it is also true that the 
relaxation will be approximately exponential, with a time constant similar to the mean burst 
length; see Section 5 and Fig. 8.) 

4.5.2. Slow Blockers 

At the other extreme, some blockers produce very long blockages, e.g., tubocurarine 
on nicotinic receptors, with mean blockage durations of seconds (Colquhoun et aI., 1979). 
Such blockers will appear to speed up the relaxation. At the single-channel level individual 
openings will be shortened on average, as described below, but if, following the opening, 
there is a blockage that lasts for 3 s, it would be impossible to tell by looking at the record 
that the opening before the blockage and that after it were both part of one very long burst. 
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Figure S. Schematic illustration to show why the occurrence of channel openings in bursts may result in 
biphasic relaxations (like, for example, that illustrated in Fig. 3b). The open state is shown as a downward 
deflection. a: Simulated behavior of seven individual ion channels in the presence of an ion-channel-blocking 
drug. Channels are supposed to be opened nearly synchronously at time zero by a quantum of acetylcholine, 
and the acetylcholine is supposed to disappear rapidly from the synaptic cleft. Thus, each channel produced 
only one burst of openings before it finally shuts (as marked on channel I, which has two blockages and 
therefore three openings before it shuts). b: Sum of all seven records shown in a. The initial decline is rapid 
(time constant Tf) as open channels become blocked, but the current thereafter declines more slowly (time 
constant Ts). The continuous line is the sum of two exponential curves (shown separately as dashed lines) 
with time constants Tf and Ts. The slow time constant, under these conditions, reflects primarily the burst 
length rather than the length of an individual opening. (See also Neher and Steinbach, 1978.) 

At the macroscopic level, the relaxation would reflect only the shortened openings; there 
would in fact be a very slow component too, but it would have such small amplitude that 
it would be undetectable. 

4.6. The Number of Openings per Burst 

The number of openings per burst will, of course, be a random variable. Its distribution 
can be found as follows. Define as 1T12 the probability that an open channel (state 1) will, 
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as its next transition, become blocked (state 2). This probability takes no account of how 
much time elapses before the transition occurs but only of where the transition leads when 
it eventually does occur. It therefore depends simply on the rate of transition from state 1 
to state 2, k+sXB; this rate must be divided by the sum of all rates for leaving state 1 so that 
the probabilities add to unity. Thus, we obtain 

(33) 

which is precisely what was used in equation 32 to define the relative frequency of entry 
into each shut state. If the open channel does not block next, the only other possibility is 
that it shuts next, so the probability that the next transition of the open channel is to the shut 
state (state 3) is 

(34) 

We shall also need the probability that the next transition of the blocked channel is to the 
open state. In this particular mechanism, equation 29, there is nowhere else the blocked 
channel can go, so 

(35) 

The probability that a burst has only one opening is simply the probability that the 
channel, once open, then shuts, i.e., 1T13. If the burst has two openings (and therefore one 
blockage), the open channel first blocks (probability 1T12), then reopens (probability 1T21), 

and finally shuts (probability 1T13). So the overall probability of seeing two openings is the 
product of these three probabilities, i.e., (1T121T2d1T13. Extension of this argument gives the 
probability of a burst having r openings (and r - 1 blockages) as 

(r = 1,2, ... , 00) (36) 

This form of distribution is called a geometric distribution. The cumulative form of this 
distribution, the probability that we observe n or more openings per burst, is 

(37) 

The mean number of openings per burst (denoted mr) is 

~ 1 k+BXB 
mr = £.J rP(r) = = 1 + --

r=l 1 - 1T12 a 
(38) 

This last result predicts that the mean number of openings per burst should increase linearly 
with the blocker concentration, with slope k+B/a. 

The number of blockages per unit open time is predicted to be simply k+sXB, so a plot 
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of the observed blockage frequency against XB should go through the origin and have a slope 
of k+ B. This behaviour has been observed directly in some cases, as illustrated in Fig. 6. 

The geometric distribution is the discrete equivalent of the exponential distribution. It 
has the characteristic that a given increment in r reduces Per) by a constant factor (viz. 
'IT12'IT21), which is analogous to the behaviour of an exponential. And when mr is large, the 
geometric distribution is well approximated by an exponential distribution with mean mr • 

More generally, we expect that, under conditions where distributions of time intervals are 
described by a mixture of exponentials (see equation 25), the distributions of quantities such 
as the number of openings per burst (which can adopt only discrete integer values) will be 
described by a mixture of geometric distributions (see also Chapter 19, this volume). The 
number of geometric components in the distribution of the number of openings per burst is 
determined by the number of routes between open states and short-lived shut states (see 
Section 13.4) and is therefore not more than the number of open states (see also Chapter 
20, this volume; Colquhoun and Hawkes, 1982, 1987). 

4.7. Lifetime of Various States and Compound States 

From the rule obtained earlier, in equation 24, we can immediately obtain the distribution 
of lifetimes in the three individual states. These will be exponentially distributed with 

Mean open lifetime: mo = 1/(u + k+BXB) (39) 

Mean blocked lifetime (gap within a burst): mw = 1/ L B (40) 

Mean shut lifetime (gap between bursts): mb = 1/(3' (41) 

Thus, if bursts can clearly be distinguished in the observed record, we can, for example, 
obtain an estimate of LB simply by measuring the mean length of gaps within bursts. The 
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Figure 6. Block of suberyldicholine-acti
vated endplate channels by the agonist 
itself at high concentrations. The 
blockages produce a characteristic compo
nent with a mean of about 5 ms in the 
distribution of shut times (so LB "" 1/5 
ms = 200 S-I). Blockages become more 
frequent (the relative area of the 5-ms com
ponent increases) with concentration. 
Closed circles: reciprocal of the corrected 
mean open time, plotted against concentra
tion (slope 3.9 X 107 M- 1s- 1 intercept 594 
S-I). Open circles: the 'blockage fre
quency plot'-the frequency of blockages 
per unit of open time, plotted against con
centration (slope = 3.8 X 107 M-1s-', 

100 intercept 4 S-I). Reproduced with permis-
sion from Ogden and Colquhoun (1985). 
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division of openings into bursts may be a particularly useful procedure if more than one 
channel is contributing to the experimental record (see Section 8). In this case, it will not 
be known whether a burst originates from the same channel as the previous burst, so the 
lengths of shut times (gaps) between bursts will not be interpretable. Usually, however, it 
will be likely that all openings within a particular burst originate from the same channel, so 
the lengths of gaps within bursts will be interpretable and useful. 

By use of the means in equations 39-41, we can immediately obtain the average value 
for the total open time during a whole burst. It will be the mean number of openings per 
burst, mr from equation 38, multiplied by the mean length of an opening, 1710 from equation 
39. Thus, 

Mean open time per burst = mrmO = (l + k+BXB/a)( ~ ) 
a + +sXs 

= 1/0. (42) 

Thus, the mean open time per burst is exactly what the mean length of an opening would 
have been if no blocker were present, as was first pointed out by Neher and Steinbach (1978). 
This result seems surprising at first, and it will be discussed again in Section 6. Similarly, 
the total length of time spent in the blocked state per burst (total shut time per burst) is, 
on average, 

. k+BXB 
Mean shut tIme per burst = (mr - l)mw = -- (l/Ls) = cs/a (43) 

a 

where we denote the blocker concentration, normalized with respect to its equilibrium constant 
(Ks = LBlk+s ), as 

Addition of equations 42 and 43 gives the mean burst length as 

1 + Cs 
Mean burst length = -

a 

(44) 

(45) 

as derived by Neher and Steinbach (1978). This is predicted to increase linearly with the 
concentration of blocker. 

We have just obtained means for the durations of various quantities characteristic of 
the burst, but so far we have not mentioned the distribution of these variables. It can be 
shown (see below; Colquhoun and Hawkes, 1982) that the fact that there is only one open 
state implies that the total open time per burst has a simple exponential distribution (with 
mean 110. as found above). Similarly, the fact that the gaps within bursts are spent in a single 
state (state 2, the blocked state) implies that the total shut time per burst (excluding bursts 
that have no blockages in them) will also have a simple exponential distribution, with the 
overall mean derived in equation 43 divided by the probability that there is at least one 
blockage, which, from equation 37, is P(r ~ 2) = "ll'12"ll'21' 

The distribution of the number of openings per burst had one (geometric) component 
because there is only one open state in this example. However, the distribution of the burst 
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length will be described by the sum of two exponential terms (because the burst is a period 
of time spent in either of two states, open or blocked). This distribution can be derived 
as follows. 

4.8. Derivation of Burst Length Distribution for the Channel-Block 
Mechanism 

We note that a burst consists of a sojourn in either of two states, open or blocked. As 
soon as the shut state (see equation 29) is entered, the burst ends. Thus, we want to find the 
distribution of the time spent oscillating within the pair of burst states (open ~ blocked) 
without leaving this pair for the shut state. 

We have already considered one example, the distribution of all shut times, that involved 
a sojourn in a pair of states, but this was unusually simple to deal with because the two shut 
states in question (shut and blocked) could not intercommunicate. In this case, the two states 
of interest (open and blocked) can intercommunicate, so a more general approach is needed; 
a similar approach can be used for many problems that involve a sojourn in a set of two or 
more states. 

The burst starts at the beginning of the first opening and ends at the end of the last 
opening; the channel is open at the start and end of the burst. We have already considered 
in equation 8 a probability defined as 

Pll(t) = Prob(open at time tlopen at time 0) (46) 

This is what is needed for derivation of the time course of the macroscopic current or for 
the noise spectrum. However, it is not quite what we need now; this probability allows for 
the possibility that the system may enter any of the other states between 0 and t. but if the 
shut state is entered, the burst is ended, and we are no longer interested. What we need is 
a modified version of this that restricts the system to staying in the burst (i.e., in either open 
or blocked states) throughout the time between 0 and t. This sort of probability will be 
denoted by a prime. Thus, 

Pil(t) = Prob(stays in burst throughout 0, t and open at tlopen at 0) (47) 

By analogy with the procedure in Section 3, we start by obtaining an expression for 
Pi l(t + at), the probability that the channel stays within a burst for the whole time from 0 
to t + at and is open at t + at, given that it was open at t = O. This can happen in either 
of two ways (the probabilities of which must be added): 

1. The channel is open at t [with probability Pi I (t)] and stays open during the interval 
At between t and t + At. The probability that the channel does not stay open during At is 
(ot + k+BxB)At + o(At), so the probability that it does stay open during At is 1 - (ot + 
k+BxB)At - o(At). 

2. The channel is blocked (state 2) at time t [the probability of this, following the 
notation in equation 8 is Pi2(t)], and the channel unblocks during At [with probability LBAt 
+ o(At)]. Assembling these values gives our required result as 
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Rearrangement of this, followed by allowing fl.t to tend to zero, gives (by the method used 
in equations 17 and 18) 

(49) 

This cannot be solved as it stands because there are two unknowns, PII(t) and P12(t). 
However, if an exactly analogous argument to that just given for PI I (t) is followed for 
PI2(t), we obtain another differential equation, 

(50) 

We now have two simultaneous equations in two unknowns, which can be solved. For 
example, equation 49 can be rearranged to give an expression for PlzCt), which is substituted 
into equation 50. In this way, P 12(t) is eliminated, and we obtain a single (second-order) 
equation in PII(t) only: 

(51) 

Standard methods give the solution of this as the sum of two exponential terms with rate 
constants Al and A2: 

The two rate constants, Al and A2, are found by solution of the quadratic equation, 

A2 + bA + C = 0 

where 

(53) 

The pdf for the burst length follows directly from this. It is defined as 

f(t) = lim [Prob(burst lasts from 0 to t and leaves burst in t, t + fl.t)/ fl.t] (54) 
6.1--;0 

In this case, the burst can be left only by direct transition from the open state to the shut 
state; the blocked state cannot shut directly, so there is no possibility of an experimentally 
invisible period in the blocked state following the last opening (cf. the example in Section 
5). The probability that the burst is left in t, t + fl.t is simply exfl.t + o(fl.t), conditional on 
the burst lasting from 0 to t and being in open state 1 at t. Insertion of this into equation 54 gives 
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f(t) = lim {P;l(t)[a~t + o(~t)l/~t} = aP;l(t) (55) 
II.t-->O 

where P; I(t) is given by equation 52. Thus, the final form of the distribution of the burst 
length is, in the standard form specified in equation 25, 

(56) 

where the areas of the two components are 

and (57) 

The mean burst length follows from 

(58) 

which agrees with the result already found in equation 45 by a different route. 
Two things are noteworthy about this distribution. (1) Unlike the simple case in which 

states do not intercommunicate, which was exemplified in equation 32, the two rate constants 
defined by equation 53 are compound quantities with no exact physical significance. (2) The 
two rate constants found here are not the same as those found for noise and relaxation 
experiments, as given in equations 30 and 31. The present versions are simpler because they 
do not involve rate constants that are concerned only with transitions from states outside the 
burst; i.e., they do not involve 13' in this case. However, if few channels are open (13' is 
small), the rate constants for noise and relaxation, from equation 31, will become similar to 
those for the burst length distribution, from equation 53. 

5. A Simple Agonist Mechanism 

The mechanism of Castillo and Katz (1957), which has already been discussed in 
Sections 1.1 and 3.5, also has, like that just discussed, two shut states and one open state. 
However, in this case, the two shut states can intercommunicate directly. It will be convenient 
to number the three states thus 

AR* (59) 

State Number 3 2 

5.1. Shut Times 

This mechanism can be analyzed in much the same way as the channel-block mechanism. 
In this case, because the two shut states intercommunicate, the distribution of all shut periods, 
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although it will still have two exponential terms, will not have rate constants that have a 
simple physical significance. The rate constants must be found by solving a quadratic as in 
equation 53. The derivation follows the same lines as that for the distribution of the burst 
length and is given in full by Colquhoun and Hawkes (1994), so it will not be repeated here. 

5.2. Bursts of Openings 

Again, openings are predicted to occur in bursts, in this case bursts of several openings 
during a single occupancy (i.e., oscillation between AR and AR* before final dissociation). 
The bursts will be obvious as long as the time spent in AR, on average 11«(3 + k-,) from 
rule 24, is short compared with the time between bursts. The distribution of the gap between 
bursts will be complicated by the fact that repeated occupancies (R ~ AR) may take place 
before a burst starts, and the gap between bursts will also include the time spent in AR 
immediately before the first opening of the burst and immediately after the last opening, as 
illustrated in Fig. 7. 

The distribution of the number of openings per burst is geometric (as in Section 4.6), 
with mean, m" given by 

(60) 

The openings have mean length Ita, so the mean open time per burst is therefore m)a. Each 
burst will contain, on average, (mr - 1) brief shuttings, each of mean length 11«(3 + k-,), 
giving a mean total shut time per burst of (mr - 1)1«(3 + k-,). The mean burst length will 
be the sum of these two quantities. 

The distribution of the burst length can be found, much as in the channel-block example 
(Section 4.8), by deriving an expression for plll(t). The way that the burst ends is rather 
different in this case, however; it cannot end (reach state 3) directly from the open state but 
only via AR. Therefore p'llet) must be multiplied not only by the transition rate from AR* 
to AR, i.e., by a, as in equation 55, but also by the probability that, once in AR, the burst 
ends rather than continues, i.e., 71"23 = k- /«(3 + k-,). 

The openings of many sorts of ion channel are observed to occur in bursts, as illustrated 
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Figure 7. Schematic illustration of transitions between various states (top) and observed single-channel 
currents (bottom) for the simple agonist mechanism in equation 59. This illustrates the molecular events that 
underlie a burst of openings. 
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in Fig. 8 for the nicotinic acetylcholine receptor. Such observations have been interpreted 
along the lines suggested above, though a somewhat more complex mechanism than 59 is 
needed, as discussed in Sections 11 and 13; Chapter 20, this volume; Colquhoun and Hawkes, 
1994; see, for example, Colquhoun and Sakmann, 1985; Sine and Steinbach, 1986). 

5.3. Effective Openings 

If the resolution of the experiment is poor, few of the brief shuttings, of the sort shown 
in Fig. 8 will be detected, and the bursts will appear to be single openings (see Section 12), 
with mean length equal to the burst length. When the shut times within bursts are short, the 
mean length of this "effective opening" will be little different from the total open time per 
burst, mr/a, i.e., from equation 60, 

Mean open time per burst = -0.
1 (1 + ~) 

L, 
(61) 

Furthermore, by virtue of equation 28, the duration of the "effective opening" will be 
approximately a single exponential with this mean. 

5 IDS 

Figure 8. Example of bursts of channel openings elicited by an agonist. The upper trace shows four bursts 
of openings elicited by acetylcholine (100 nM, adult frog endplate, filter 2.5 kHz -3 dB; unpublished data 
of D. Colquhoun and B. Sakmann, methods as in Colquhoun and Sakmann, 1985). The last burst appears 
to consist of a single short opening, but the other three contain at least two or three openings separated by 
short shut periods. The lower section shows the first burst on an expanded time scale. It contains one fully 
resolved shut period and a partially resolved shutting. On the assumption that the partially resolved event is 
indeed a complete closure, time-course fitting (see Chapter 19, this volume) suggests that the burst contains 
three openings (durations 10.7 ms 1.0 ms and 5.7 ms) separated by two closed periods (durations 61 fLS and 
289 fLS). 
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If a channel-blocking agent is added to the mechanism in equation 59, there will now 
be three shut states rather than two. If the channel blockages are, on average, much longer 
than the spontaneous brief shuttings just discussed, then each activation of the channel can 
be considered as a cluster of openings, the bursts within a cluster being separated by channel 
blockages, and the openings within a burst being separated by spontaneous brief shuttings. 
The formal theory of clusters of bursts was presented by Colquhoun and Hawkes (1982). 
This theory was used by Ogden and Colquhoun (1985) to show that, in the case where the 
spontaneous brief shuttings cannot be resolved, the whole burst will behave approximately 
like a single "effective opening," and application of the simple channel-block theory given 
in Section 4 will not give rise to serious errors. For example, the mean length of the effective 
opening will be reduced by the presence of a channel blocker in the same way as the mean 
length of the actual openings is reduced. 

5.4. Macroscopic Currents 

When the gaps within bursts are brief, noise and relaxation experiments will give a 
time constant that corresponds approximately to the mean burst length (rather than the mean 
open time). This can be shown as follows. 

The two macroscopic rate constants are found, as usual, by solving a quadratic equation, 

>..2 + bA + C = O. 

The well-known solution of this quadratic is 

(62) 

A less well-known alternative is 

(63) 

where, as before, 

(64) 

When one of the rate constants is much bigger than the other (say Af ~ As, where the subscripts 
denote fast and slow), i.e., when b2 ~ c, then the faster rate constant, Af, is approximately 

Af"'" -b (65) 

and, from the alternative form, equation 63, the slower rate constant, As, is approximately 

As"'" -c/b (66) 

In this case the coefficients are given (e.g., Colquhoun and Hawkes, 1977) by 

(67) 



424 David Colquhoun and Alan G. Hawkes 

(68) 

where KA is the microscopic equilibrium constant for the binding reaction, i.e., k_1lk+ l. 
When the shut times within bursts are very short, only the slower of these components will be 
detectable, and the time constant for this component will, from equation 66, be approximately 

=!(1 +~) 
ex LI 

(69) 

The second approximation is valid (1) when the agonist concentration, XA, is sufficiently 
low, and (2) when the shut times within bursts, with mean length 1/(~ + L 1), are short 
enough that (~ + L I) ~ ex. The result in equation 69 is seen to be the mean open time per burst, 
as found in equation 61, i.e., approximately the mean burst length. Several approximations had 
to be made to get this result; this· illustrates the general principle that there is usually no 
simple correspondence between the time constants for macroscopic currents and the time 
constants for the single-channel distributions. 

This topic is discussed further in Sections 11 and 13 (see also Chapter 20, this volume; 
Colquhoun and Hawkes, 1981, 1982, 1994). 

6. Some Fallacies and Paradoxes 

The random nature of single-channel events leads to behaviour that is often not what 
might, at first sight, be expected intuitively. Some examples of apparently paradoxical behav
iour and of common fallacies are now discussed. 

6.1. The Waiting Time Paradox 

This is most easily illustrated by consideration of a simple binding reaction 

State number: 2 

Imagine that the receptors (R) have attained equilibrium with a concentration XA of the ligand 
(A). The fraction of receptors that are occupied (or the fraction of time for which a particular 
receptor is occupied) will be PI(oo) = xA/(XA + KA), where KA = L/k+\o Suppose that at 
an arbitrary moment, t = 0, the ligand concentration is reduced to zero. We should expect 
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to see a simple exponential decline in receptor occupancy with a time constant lIk_1 (though 
in practice diffusion problems usually preclude such simplicity). This, of course, would be 
interpreted (see Fig. 2) in stochastic terms by pointing out that the length of time for which 
a particular receptor remains occupied is exponentially distributed with a mean of 11k_I, 
from rule 24. 

However, it might be objected that a receptor that is occupied at the arbitrary moment 
t = 0 must already have been occupied for some time before t = 0, and what we measure 
in the experiment is the residual lifetime of the occupied state from t = 0 until dissociation 
eventually occurs, as illustrated in Fig. 9. Because the mean lifetime of the entire occupancy, 
measured from the moment the receptor becomes occupied to the moment of dissociation, 
is on average IlL to surely this residual lifetime should be shorter! On the other hand, since 
the drug-receptor complex does not 'age' -i.e., it has no knowledge of how long it has 
already existed-the mean lifetime measured from any arbitrary moment must always be 11 
k_ l . Both of these arguments sound quite convincing, but the latter argument is the correct one. 

The resolution of the paradox lies in the fact that we are looking, in the experiment, 
only at those drug-receptor complexes that happened to exist at the moment, t = 0, when 
we chose suddenly to reduce the ligand concentration to zero (no more complexes can form 
after this moment). These particular complexes will not be typical of all drug-receptor 
complexes: we have a greater chance of catching in existence long-lived complexes than 
short-lived ones. This happens because of a phenomenon known as length-biased sampling. 
Although complexes with above-average lifetimes are fewer in number than those with below
average lifetimes (because of the positive skew of the exponential distribution), the former 
actually occupy a greater proportion of the total time than the latter. The above-average 
lifetimes have, therefore, a greater probability of being caught in existence at an arbitrary 
moment. Although the mean length of all occupancies is lIL" the mean lifetime of the 
particular complexes that are in existence at t = 0 is twice as long, 2Ik_ l • These complexes 
will, on average, have been in existence for a time IlL I before t = 0 and for a time lIL I 
(the residual lifetime) after t = O. The paradox is resolved. Further details can be found, for 
example, in Feller (1966) or Colquhoun (1971, Chapter 5 and Appendix 2). 

Figure 9. Illustration of the waiting time paradox. (a) 
Simulated behavior of six individual receptors. Before 
t = 0, ligand is present, and the receptor becomes 
occupied and vacant at random. The average lifetime 
of an occupancy is ilL \ (where L \ is the dissociation 
rate constant). At t = 0, the ligand is removed from 
solution, and receptors that were occupied at t = 0 
dissociate after a variable length of time. (b) The total 
of the records in a, showing the time course of decline 
of occupancy. The time course clearly reflects the 
distribution of the residual lifetime (defined on chan
nel I), which turns out to be identical with the distribu
tion of the total lifetime (also defined on channel I). 
Both are exponentially distributed with mean ilL \. 
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6.2. The Unblocked Channel Fallacy 

Consider the simple channel-block mechanism of equation 29. In the absence of the 
blocking drug, the mean length of an opening would be 1/0:. It was found above that in the 
presence of the blocker in concentration XB, the mean length of an individual opening is 
reduced to 1/(0: + k+uXB)' The easiest way to imagine why the opening is, on average, shorter 
is to suppose that its normal lifetime is cut short by a blocking molecule, which causes it 
to cease conducting prematurely (before it would otherwise have shut). But not every opening 
is ended by a blockage. The number of blockages per burst is a random variable, and a 
certain number of openings will end in the normal way, by transition to the shut state, rather 
than by the channel being blocked. This will be true of openings that have no blockage, so 
there is only one opening in the burst (and, more generally, for the last opening in any burst). 
Surely, these openings, which have not been cut short by a blockage, must be perfectly 
normal, with a mean lifetime 110:. 

On this basis, it is sometimes suggested, for example, that the noise spectrum should 
contain a component with the normal time constant (110:), which corresponds to those channels 
that do not block. However, this is quite inconsistent with rule 24, which states that because 
there is only one open state, its lifetime must follow a simple exponential distribution with 
a mean, in this example, of 1/(0: + k+uXB)' There should be no component with mean 110:. 
In fact, if openings that end by shutting in the normal way rather than by blocking (e.g., 
bursts with only one opening) were measured separately from all other openings, it would 
be found that their duration was a simple exponential with mean 11(0: + k+uXB); they are 
shorter than "normal" even though no blockage has occurred. The reason is again connected 
with length-biased sampling. Openings that happen to be very long will tend to get blocked 
before they shut, so, conversely, the openings that happen to be short (less than I/o:) will 
predominate among those that have no blockage. The extent to which these are shorter than 
I/o: turns out, with great elegance, to be precisely sufficient to make their mean lifetime 
1/(0: + k+uXB), exactly the same as that for openings that are terminated by being blocked. 

6.3. The Last Opening of a Burst Fallacy 

There are a number of other fallacies that can be disposed of easily by rule 24, which 
gives the distribution of the length of time spent in a single state. The explanation is, as in 
the last example, usually based on length-biased sampling. For example, the simple agonist 
mechanism, equation 59 predicts that openings should occur in bursts. The average length 
of an opening should be 110: regardless of where it occurs in the burst as long as there is 
only one open state (though if there is more than one open state, this may no longer be true; 
see below). According to mechanism 59, the agonist cannot dissociate from the open channel. 
If it were able to, it might be thought that this dissociation would end the burst and would 
cut short the lifetime of the last opening in the burst. Thus, might it be possible to test the 
hypothesis that the agonist can dissociate from the open state by seeing whether the last 
opening of the burst has a different distribution from the others? If there is only one open 
state, clearly this would not be possible. It is true that if a channel could shut by another 
route as well as that shown in equation 59, the mean lifetime of the open state would be 
reduced to something less than 110:. But all openings regardless of position in the burst would 
have, on average, this same reduced lifetime. 
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6.4. The Total Open Time per Burst Paradox 

It was pointed out earlier, in equation 42, that for the simple channel-block mechanism, 
the total time per burst that is spent in the open state will be, on average, lIa. This is exactly 
what the mean open time would be in the absence of a blocker (a fact that, incidentally, 
explains the inefficiency of channel block in reducing the equilibrium current when the 
agonist concentration is low). How can this happen? The channel cannot 'know' how long 
it has been open earlier in the burst and so make up the total open time to lIa. After a 
blockage, the channel is not continuing a normal open time (mean length lIa) but starting 
a new open time [with mean length lI(a + k+sXB)]. Clearly, since the mean length of a 
single opening is lI(a + k+BXB), it follows at once that the mean open time per burst for 
bursts with r openings must simply be rl( a + k+ sXB)' The relative proportions of bursts with 
r = 1, 2 ...... openings, given by equation 36, must be such that, on average, the total 
open time per burst is lIa. 

One way of understanding this is as follows (see Colquhoun and Hawkes, 1982). Imagine 
that a clock is started at the beginning of the first opening of a burst; the clock is stopped 
when the channel blocks and restarted when the channel reopens. It is finally stopped at the 
end of the burst, i.e., as soon as the channel shuts (as opposed to blocking). Thus, the clock 
runs only while the channel is open, and when finally stopped, it shows the total open time 
per burst. While the channel is open, the probability that it will leave the open state in M 
is (a + k+BxB)LlI + oeM), but if it leaves for the blocked state, the clock is stopped only 
temporarily. For the whole time that the clock is running, the probability that the clock is 
stopped finally, i.e., that the channel shuts (as opposed to blocking), in Lll is aLl! + oeM). 
This fact is sufficient to ensure that the time shown when the clock stops finally, the total 
open time per burst, has a simple exponential distribution with mean lIa; this follows from 
the derivation of the exponential distribution given in Section 3. 

A more general treatment (see Section 13; Chapter 20, this volume; Colquhoun and 
Hawkes, 1982; Neher, 1983) shows that the total open time per burst will be lIa for any 
mechanism with one open state as long as it fulfills the following condition. Suppose that 
there are any number of short-lived shut states (~ states, say) in which the system stays 
during a gap within a burst, and that there are any number of long-lived shut states (<f6 states, 
say) in which the system stays during a gap between bursts. If the only route from the former 
set of states (~) to the latter (<f6) is via the open state, and the total transition rate from the 
open state to the <f6 states is a, then the total open time per burst must be, on average, lIa. 
If, on the other hand, there are routes from ~ states to <f6 states that do not go through the 
open state (e.g., if the blocked channel can shut without reopening in the channel block 
example), the mean open time per burst must be less than lIa. 

7. Reversible and Irreversible Mechanisms 

Most reaction mechanisms are such that the system, left to itself, will move spontaneously 
towards a true thermodynamic equilibrium. All the reaction steps in such mechanisms will 
usually be reversible, and the mechanism must obey the principle of microscopic reversibility 
or detailed balance (see Denbigh, 1951). This principle states that at equilibrium, each 
individual reaction step will proceed, on average, at the same rate in each direction. This 
means, for example, that a cyclic reaction mechanism cannot have, at equilibrium, any 
tendency to move predominantly in one direction around the cycle; this has implications for 
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the form of the distribution of open times (see example below). A slightly more subtle 
consequence of the principle of microscopic reversibility is that it implies that the stochastic 
properties of the mechanism must show time reversibility; they must be, on average, the 
same whether the record is read from left to right or from right to left (see Kelly, 1979). 
One example of such time symmetry is given by Colquhoun and Hawkes (1982), who discuss 
a mechanism in which all openings in a burst have not got the same distribution; these 
distributions are, however, the same for the first and last openings, and for the second and 
next-to-Iast openings, and so on. Another example is discussed below. 

Reaction mechanisms with irreversible steps, such as that in equation 74 below, do 
not obey the principle of microscopic reversibility and do not tend spontaneously towards 
eqUilibrium. Such reactions may, however, be maintained in a steady state if they are coupled 
to a source of energy. If a steady state is attained, then all of the distributions derived by 
Colquhoun and Hawkes (1982) are still valid, although time symmetry is not, of course, 
expected. 

7.1. A Simple Example 

Some of the consequences of reversibility and irreversibility can be illustrated by a 
simple example, a cyclic mechanism that has one shut state (C) and two open states (01 and 
O2). First consider the possibility that there might be a net clockwise circulation around the 
cycle. To achieve this, we might assign rate constants (all with dimensions S-I as follows: 

(70) 

For reversible reactions, however, the principle of microscopic reversibility implies that the 
product of the rate constants going one way around the cycle is the same as the product 
going the other way around. The rate constant for O2 ~ 010 which has been omitted from 
scheme 70, must therefore be 2450 S-I. The complete mechanism is thus 

(71) 

Denote the closed state as state 3 and the open states 0 1 and O2 as states 1 and 2, respectively. 
At equilibrium, the occupancy of each state is 

PI(OO) = 0.4851 

P2(oo) = 0.0198 

P3(oo) = 0.4951 (72) 
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Thus, the mean frequency of the 0 1 ~ O2 transitions, 0.4851 X 100 = 48.51 per second, 
is the same as the mean frequency of the O2 ~ 0 1 transitions, 0.0198 X 2450 = 48.51 per 
second. The same applies to the other two reaction steps. There is no net circulation. 

The rule given in statement 24 shows that the mean lifetime, m, of a sojourn in each 
of the states for reaction 71 is 

ml = 5 ms 

m2 = 0.4 ms 

m3 = 10 ms (73) 

In order to provide a contrast to the reversible scheme in reaction 71, consider the case 
in which all transitions are irreversible, and reaction can proceed only clockwise around the 
cycle. Suppose this mechanism is maintained in a steady state by coupling to an energy 
supply, and we choose rate constants for the transitions such that the steady-state occupancies 
are the same as for reaction 71; these are given in equations 72. In this example, the 
occupancies must be proportional to the mean lifetime of each state, so a suitable choice of 
rate constants would be 

~011 
~ 102 

25~ O2 

(74) 

There are two interesting respects in which the reversible (71) and irreversible (74) reactions 
can be compared. 

7.2. Distribution of the Lifetime of an Opening 

Suppose that the conductance of the two open states is identical, so they cannot be 
distinguished. The distribution of the duration of an opening for the reversible mechanism 
(71) can be shown (e.g., from equation 3.64 of Colquhoun and Hawkes, 1982) to have a 
probability density function 

f(t) = 97.962e-ti7 ] + 1.037e-'i72 (75) 

where the time constants of the two exponential components are 1"1 = 10.204 ms and 1"2 = 
0.384 ms. Notice that the coefficients of both terms are positive so the distribution is a 
monotonically decreasing curve. It has not got a maximum or even a point of inflection (see 
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Fig. lOa). It can be shown that this must always be true, whatever rate constants are inserted 
in equation 71. This result is interesting in connection with observations by Gration et al. 
(1982) of an open-time distribution that appeared to go through a maximum; their result 
seems to be incompatible with any equilibrium reversible reaction mechanism. 

In contrast, the irreversible mechanism (74) must give a steady-state open-time distribu
tion with a maximum. The opening must always start in state 1 and then proceed through 
state 2 before shutting can occur, so there are few very short openings. The pdf can again 
be found from equation 3.64 of Colquhoun and Hawkes (1982) or, in this case, by analogy 
with equation 91 below. The result for scheme 74 is 

f(t) = 106.34(e-t/T, - e-t/T2) (76) 

where the time constants, in this case, are simply the mean lifetimes of open states 1 and 2, 
i.e., 9.804 ms and 0.4 ms, respectively. This distribution has a term with a negative sign and 
must go through a maximum (see Fig. lOa), whatever the particular values of rate constants. 
In these examples, the mean open lifetime is 10.2 ms for both reversible (71 and 75) and 
irreversible (74 and 76) cases. 

7.3. Probabilities of Particular Sequences of Transitions when the Open 
States Are Distinguishable 

Let us suppose now that open state 2 has a lower conductance than open state 1, so the 
two states can be distinguished on the experimental record. Such conductance substates have 

100 
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now been observed in many sorts of ion channel. Consider, for example, an opening in which 
state 1 is entered first, then state 2, so the sequence of transitions is 3 ~ 1 ~ 2 ~ 3 (see 
Fig. lOc). Contrast this with the sort of openings in which state 2 is entered first, then state 
1, i.e., the sequence 3 ~ 2 ~ 1 ~ 3 (see Fig. lOb). These sequences are mirror images of 
each other in time, so the principle of time symmetry discussed above suggests that for any 
reversible mechanism at equilibrium, they should occur equally frequently. 

At first sight, it is not obvious how this can happen for the mechanism in equation 71. 
For this mechanism, it is fairly obvious that any open period has a 98% chance of starting 
in state 1 and only a 2% chance of starting in state 2, because the opening rate constants 
are 98 S-I and 2 S-I (in general, such probabilities can be found from equation 3.63 of 
Colquhoun and Hawkes, 1982). It is nevertheless true that the above sequences are equally 
probable. This can easily be shown by calculation of the probabilities (1Tij values), that a 
channel in one state (i) will move next to another (j); this sort of argument has already been 
illustrated in Section 4, equations 33-37. 

Consider first the 1 ~ 2 ~ 3 transition. For the values in equation 71, the probability 
that a channel in state 1 will next move to state 2 is 1T12 = 100/(100 + 100) = 0.5, and the 
probability that once in state 2 it will move to state 3 is 1T23 = 50/(50 + 2450) = 0.02 The 
probability of the 1 ~ 2 ~ 3 sequence is therefore 1T121T23 = 0.5 X 0.02 = 0.01. Now the 
probability that the opening starts in state 1 in the first place is 0.98, so a fraction 0.98 X 

0.01, i.e., 0.98%, of all openings will be of the 3 ~ 1 ~ 2 ~ 3 type shown in Fig. lOc. 
Similarly, the probability of a 2 ~ 1 ~ 3 sequence is 1T2I1T13 = 0.98 X 0.5 = 0.49. However, 
only 2% of openings start in state 2, so a fraction 0.49 X 0.02, i.e., 0.98%, of all openings 
should be of the 3 ~ 2 ~ 1 ~ 3 type shown in Fig. lOb. This is exactly the same fraction 
as for the mirror-image sequence, as predicted. 

There have been some reports of asymmetry in sublevel structure (e.g., Hamill and 
Sakmann, 1981; Cull-Candy and Usowicz, 1987), though the majority of cases where the 
question has been inspected show no sign of asymmetry (e.g., Howe et aI., 1991; Gibb and 
Colquhoun, 1992; Stern et aI., 1992). The finding of asymmetry suggests that either the 
reaction mechanism is not reversible or that it is not at equilibrium (see, for example, Uiuger, 
1985; Chapter 23 this volume). Clearly, the flow of ions through an open channel is far from 
equilibrium, so any coupling between ion flow and channel gating could, in principle, give 
rise to asymmetry. 

The conclusion that has just been illustrated is quite general. For a reversible mechanism 
at eqUilibrium, any sequences that are mirror images in time should be equally frequent, and 
the length of time spent in each of the states should have the same distribution whether the 
record is read from left to right or from right to left. Furthermore, this remains true even 
if each of the experimentally distinguishable states actually consists of any number of 
indistinguishable (equal-conductance) states. 

None of this is, of course, true for an irreversible mechanism. For that shown in reaction 
74, it is clear that every opening will consist of a 3 ~ 1 ~ 2 ~ 3 sequence of transitions. 

8. The Problem of the Number of Channels 

It is clear that, in general, there may well be more than one ion channel in the patch 
of membrane from which a recording is made. This means that one cannot, in general, be 
sure that a particular single channel current in the recording originates from the same 
individual ion channel that produced the previous current pulse. This, in turn, means that 
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the distribution of the length of the shut periods between openings cannot be interpreted 
without knowledge of the number of ion channels that are present. This is very unfortunate 
because, insofar as there will usually be more shut states than open states, the distribution 
of shut times is potentially more informative than the distribution of open times. 

There are at least three things that can be done about this problem: (1) make an estimate 
of the number of channels present and make appropriate allowance if there is more than 
one; (2) use recordings only from patches that have one channel (evidence for this is 
considered below); (3) use only the brief shut periods within a burst of openings, which may 
be interpretable even if interburst intervals are not. It must be said, however, that quite often 
none of these procedures proves to be entirely satisfactory, and lack of knowledge of the 
number of channels continues to be a serious problem. The procedures are now discussed 
in a bit more detail. 

8.1. Estimation of the Number of Channels 

Suppose that there are N independent channels present. The probability that r of those 
channels are open simultaneously should be given by the binomial distribution as 

P( ) N! r(1 )N-r 
r = '(N _ )' Po - Po r. r. 

(r = 0, 1 ... , N) (77) 

where Po is the probability that an individual channel is open (this will, of course, be unknown 
and will be lower than the observed probability of being open, if more than one channel is 
present). In principle, the value of N can be estimated from data by comparing the distribution 
of simultaneously open channels with the predictions of the binomial distribution. The 
estimation of the binomial parameter N is, however, a problem with a notorious reputation 
among statisticians (see Olkin et aI., 1981). The problem is discussed critically, in the single
channel context, by Hom (1991). He compares seven different ways of estimating N on a 
series of simulated data sets with a range of parameter values. 

The simplest estimate of N is just the largest number of simultaneously open channels 
that is seen in the record. Although this sounds crude (it is), other methods that might be 
thought of as more subtle (such as maximum-likelihood estimation of N) will often produce 
much the same answer. The fact is that many sorts of record contain very limited information 
about the size of N, so no method can extract much from them. It is obvious, for example, 
that when a very low agonist concentration is used on a muscle endplate, long records can 
be obtained without any double openings at all despite the fact that the patch contains 
hundreds of channels. In general, it will never be possible to estimate N when the number 
of channels is large and the probability of each being open is small. In this case, the binomial 
distribution approaches a Poisson distribution, and N becomes indeterminate (only the mean, 
Npo, can de determined). (Exactly the same problem arises in the study of quantal transmitter 
release.) In order to have any hope of estimating N, the experiment must be done under 
conditions where Po is as high as possible (see Hom, 1991). The problem, however, remains 
that Po is the probability of being open for one channel, and so it cannot be inferred directly 
from a record derived from an unknown number of channels. 

A further problem is that it is possible that the assumptions of the binomial analysis 
are not met. Receptor heterogeneity is a real problem (especially in the central nervous 
system) for this analysis (as well as for many others). There is also a possibility that receptors 
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may not always be independent; e.g., the opening of one receptor might influence the opening 
of adjacent receptors. There have been reports of such interactions, for example, Yeramian 
et al. (1986), but most are not as convincing as this one. 

8.2. Evidence for the Presence of Only One Channel 

Obviously, if one or more double openings are seen, there must be more than one 
channel. If, on the other hand, the observed record consists entirely of periods with either 
zero or one channel open, then there may be only one channel present. If there is a channel 
open for most of the time, and yet no double openings are seen, then it is fairly obvious that 
all the openings must come from the same ion channel. This is the basis for determining the 
fraction of time for which an individual channel is open by looking at clusters of channel 
openings at high agonist concentrations (see, for example, Sakmann et aI., 1980; Sine and 
Steinbach, 1987; Colquhoun and Ogden, 1988). If, however, much of the time is spent with 
no channels open, it will not be obvious how many channels are present, and some sort of 
statistical test is desirable. Hom (1991) suggests, on the basis of his binomial simulations, 
that if no double openings are seen, and the channel is open for more than about 50% of 
the time, then it is very likely that one channel is present. Some variants on this approach 
will now be discussed. 

8.2.1. A Simple Approximation 

Suppose that (1) channels can exist in two states only, open and shut, as in equation 1, 
that (2) we observe no single openings but no double openings, and that (3) for most of the 
time no channel is open; i.e., if we denote the observed mean (singly) open time mo, and 
the observed mean shut time as ms, then we assume ms ~ mo. How probable is this observation 
if there are actually N independent channels present? If we start with one channel open, the 
probability, 11", that the next transition is the shutting of this one channel, with rate lX, rather 
than a second channel opening, with rate (N - 1 )13', is 

lX 
11" = ------------

lX + (N - 1)13' 
(78) 

The observed probability of being open in the experimental record, P ON say, is 

mo 
P ON = ----"'---

mo + ms 
(79) 

Furthermore, given our assumption that ms ~ mo , the rate constants in this can be estimated 
from the data as 

eX = limo 

~' = 11Nms (80) 
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so we can estimate 'IT from the observations as 

'IT "" --:--(N ------,------1) mo 
1+ ---

N ms 
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(81) 

We can now ask how many consecutive single openings are likely to be seen when 
there is actually more than one channel present. If we note that the probability that the singly 
open channel is followed by a transition to a doubly open channel is (l - 'IT), then the 
probability of getting r single openings before the first multiple opening occurs (given that 
there is at least one single opening) is 

(82) 

This is a geometric distribution of the sort already encountered in equation 36. The mean 
number of consecutive single openings, m, is, as in equation 38, thus 

1 1 ( N ) m = -- = - -- (l - PoNIN) 
1 - 'IT PON N- 1 

(83) 

We have observed no consecutive single openings, so the run of single openings must be at 
least no in length. The probability of observing no or more single openings is, as in equation 37, 

(84) 

This result can also be derived, under the above assumptions, as the approximate probability 
that the waiting time until the first double opening is greater than the length, T, of the 
observed record, given that N channels are present. 

Consider, for example, a record consisting of single openings of mean length mo = 1 
ms and mean shut time ms = 99 ms, so molms = 0.0101, and PON = 0.01. On the hypothesis 
that there are actually N = 2 channels present, equation 81, gives 'IT = 0.9949749. If we 
observe no = 300 openings (i.e., about a 30-s record) with no double openings, then equation 
(84) gives the probability of a run at least this long as 0.222 (or 0.134 if N = 3). The 
observation would not be surprising if there were actually two or three channels present, 
even though no multiple openings have been observed, so the data are insufficient to provide 
good evidence for the hypothesis that there is only one channel present. On the other hand, 
if no = 1200 single openings were observed (2 min with no double openings), equation (84) 
would give the probability of a run at least this long as 0.0024 if there were two channels 
present (or 0.0003 if three channels were present), so it is unlikely that more than one channel 
is functioning. 

8.2.2. A Better Approximation 

The case of N = 2 channels is discussed in detail by Colquhoun and Hawkes (1990). 
They give an approximation for the mean number of openings in a run of single openings as 
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2 
m= p (1 - 0.5P02 - 0.75Pb2) 

02 
(85) 

which differs from the result in equation (83) only by virtue of the 0.75Po/ term. In either 
case, the result approaches 21P02 when the observed probability of being open, P02, is 
sufficiently small. The result in equation (85) is plotted in Fig. 11, together with approximate 
upper confidence limits for the number of openings per run. 

8.2.3. Exact Solutions 

Colquhoun and Hawkes (1990) also present exact calculations concerning the lengths 
of runs of single openings (and bursts) in the case where there are N = 2 identical independent 
channels. Such calculations are needed to explore the conditions under which the approxima
tions are adequate, though in order to obtain exact results it is necessary to specify the 
channel mechanism (whereas the above approximations have the virtue that this is not 
necessary). The approximation works well when (1) the openings occur singly and are well 
separated from each other, and (2) the openings occur in compact, well-separated bursts, the 
shut times within the bursts being brief relative to the openings. In the latter case, the word 
"opening" in the approximate argument should be replaced by "burst"; the burst is open for 
a large proportion of the time (so that two overlapping bursts will certainly produce a double
amplitude event), and for the purposes of the present argument (as well as for physiological 
purposes) the burst is the "effective opening." However, in cases where the shut times within 
bursts are of the same order of magnitude as the open times, the approximation may be poor. 

8.2.4. Problems of Prolonged Bursts, Desensitization, and Sleepy Channels 

The approximation presented above works well when openings occur singly or in 
compact bursts, but it would probably not be very good for channels such as the NMDA-

Figure 11. The mean number of openings per 
run of single openings in a membrane patch 
that contains two channels, as calculated from 
the approximation given in equation 85. The 
dashed lines show the approximate upper con
fidence limits for the number of openings per 
run, for P = 0.05,0.0\, and 0.00 I. Reproduced 
with permission from Colquhoun and 
Hawkes (1990). 
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type glutamate receptor, which produce complex and prolonged burst-like channel activations 
containing shut periods some of which are considerably longer than the openings. 

Furthermore, most channels show desensitization, inactivation, or 'sleeping' phenomena, 
which involve entry into shut states that may have very long lifetimes. If, for example, a 
patch contains two channels, but one of them is desensitized at the beginning of the recording, 
it will appear that only one channel is present. If the channel is open for much of the time, 
then it will be obvious when the second channel emerges from its desensitized state, because 
double openings will be seen straight away, but if the probability of being open is low, it 
may not be at all obvious that a second channel has appeared. Clearly, though, any method 
for trying to estimate N will not work well if N is effectively changing during the recording. 
This is probably one of the most serious problems in practice. 

8.2.5. Fitting with a Known Number of Channels 

If an estimate of the number of channels can be made, then it is possible to fit some 
sorts of distribution even when records contain more than one channel open at the same 
time (Jackson, 1985; Horn and Lange, 1983). These methods are discussed in Chapter 19 
(this volume). 

8.3. Use of Shut Periods within Bursts 

Most channels seem to produce openings in bursts rather than singly. This observation 
implies only that there is more than one shut state (see Sections 4, 5, and 13; Colquhoun 
and Hawkes, 1982). Regardless of the mechanism, it is likely, if the gaps within a burst are 
short, that all of the openings in one burst originate from the same individual channel, even 
if there are several channels present so the next burst may originate from a different channel. 
In this case, the distribution of the lengths of shut periods within (but not between) bursts 
can be interpreted in terms of mechanism as though only one channel was present, even 
when it is not known how many channels are actually present. This procedure was employed, 
for example, by Colquhoun and Sakmann (1985) and Sine and Steinbach (1986). 

9. Distribution of the Sum of Several Random Intervals 

Many problems involve finding the distribution of the sum of two or more random 
intervals, for example, the durations of the sojourns in the various states that constitute a 
burst of openings. This sort of problem also arises when we consider the relationship between 
single-channel currents and macroscopic currents (see Section 11). Some useful examples 
will be discussed in this section. 

9.1. The Sum of Two Different Exponentially Distributed Intervals 

By way of an example, consider again the simple two-state mechanism specified in 
equation 1, namely: 
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(86) 

What is the distribution of the time interval between two successive openings? This time 
interval consists of one open time plus one shut time. The pdf of the open time is fl(t) = 
ae- ca, and that of the shut time is fit) = 13' e- 13 't. We wish to know the pdf, j(t), for one 
open time plus one shut time. Suppose that the open time is of length T; if the total length 
of the gap between openings is t, then the length of the following shut period must be 
t - T. Since it is a basic characteristic of our random process that events occurring in 
nonoveriapping time intervals are independent, we can simply multiply the corresponding 
probability densities, which givesfl(T)f2(t - T). However, the length, T, of the opening may 
have any value from 0 to t, so to obtain the pdf, we must sum over these possibilities. This 
summation, because T is a continuous variable, must be written as an integral, so we obtain 
the pdf of the time between openings as 

f(t) = r~~ fb)h(t- T)dT. (87) 

This form of integral is called a convolution (of fl and f2). * 
This argument leads to the general rule that the pdf of a sum of random intervals is the 

convolution of their individual pdfs. In this case, with simple exponential pdfs, the convolution 
(equation 87) can easily be integrated directly. In general, however, it is much easier to solve 
this sort of problem by use of the Laplace transform of the pdfs, because simple multiplication 
of the transforms corresponds with convolution in the time domain. This is the method that 
must be used for a more general treatment (see Section 13; Colquhoun and Hawkes, 1982), 
which provides another reason to discuss a simple example now. 

We shall denote the Laplace transform of f(t) as f*(s). In this example, we have 

(88) 

so their Laplace transforms, which can be obtained from tables (e.g. Spiegel, 1965), are 

ft(s) = al(s + a) ff(s) = 13' I(s + W)· (89) 

The Laplace transform of the required pdf (equation 87) is therefore 

f *( ) - f*( )f*( ) - a 13' -~ (_1 - -_1 -) (90) 
s - I S 2 S - (s + a)(s + 13') - a - 13' s + 13' s + a 

Inversion of this transform gives the required pdf as 

(91) 

*In general, the integral for a convolution would be from -00 to +00, but in this case the pdfs are zero for 
times less than zero. 
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Notice that this pdf is the difference between two exponential terms and therefore, 
unlike the simple exponential, goes through a maximum (as already illustrated; see equation 
76 and Fig. lOa). This shape indicates a deficiency of very short values (compared with a 
simple exponential distribution), and this is what would be expected intuitively, because in 
order to get a short interval both the open and shut times must be very short, and this is 
relatively unlikely to happen. This characteristic shape is illustrated again in Section 11, 
Fig. 16, when the relationship between single-channel currents and macroscopic currents is 
discussed. The mean of this pdf, the mean time between openings, is, from equation 23, 

foo I 1 
mean = tf(t)dt = - + -;. 

o a 13 
(92) 

As expected, this is merely the sum of the mean open time and the mean shut time. The 
mean opening frequency is the reciprocal of this, i.e., 

(93) 

where PI(oo) and pioo) are the equilibrium probabilities (or fractions) of open and shut 
channels, respectively. In other words, the mean opening frequency is the opening transition 
rate, 13', multiplied by the probability, P2(oo), that a channel is shut (i.e., available to open). 
It is, of course, equal to the mean equilibrium shutting frequency, apI(x), This provides 
another way of interpreting rate constants in terms of the frequency with which transitions 
occur (see also Sections 1.2 and 4.6 and Fig. 6). 

9.2. The Distribution of the Sum of n Exponentially Distributed Intervals 

As an example, consider the case where we wish to know the distribution of the total 
open time in a burst of openings that contains exactly n openings (this will be close to the 
burst length if the shut periods are short). Suppose that each of the openings has the same 
exponentially distributed length with mean Va, i.e., they have pdf fl(t) = ae-at , as above. 
We need, according to the argument in the previous section, the n-fold convolution offl(t) 
with itself. This is made easy by using Laplace transforms as in equations 89 and 90. The 
Laplace transform of the required result is 

f*(s) = [fHsW = (_a_)n 
s+a 

(94) 

Inversion of this transform gives the required pdf as 

(95) 

This is known as a gamma distribution. It has a mean n/a, simply n times the lifetime of 
an individual interval, as expected, and a variance n/a2. Like the result in equation 91, it is 
zero at t = 0 and goes through a maximum at t = tmax = (n - 1)/a. For n = 1 it reduces 
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to a simple exponential, but as n gets larger, the pdf becomes more and more symmetrical, 
eventually approaching a Gaussian shape. The cumulative form of this distribution is given, 
for example, by Mood and Graybill (1963): 

n-I 

F(t) = I - '" (at)' e-ut 

L.J r! 
r=O 

9.3. The Distribution of a Random Number of Exponentially 
Distributed Intervals 

(96) 

The results in the last section referred to the sum of a fixed number of exponentially 
distributed values. In the case of, for example, a burst of channel openings, the number of 
openings is not fixed but random. In the simplest cases the number of openings per burst 
will follow a geometric distribution, as exemplified in Sections 4.6 and 8.2. If we write the 
geometric distribution in the form already used in equation (82), the probability of there 
being r intervals (e.g., r openings per burst) is 

P(r) = 11"r-l(1 - 11") (97) 

with mean 

mr = 11(1 - 11"). (98) 

The required pdf can be found by weighting the pdf for r openings, with Laplace transform 
!'Ns)', as in equation 94, with P(r) from equation 97. This gives 

r=OO 

!*(s) = L P(r)[ff(s)Y 
r= 1 

= 1 ~ 11" ~ (s :0. a)r 
r=1 

0.(1 - 11") 

s + 0.(1 - 11") 
(99) 

Comparison of this result with that in equation 89 shows that its inverse transform is a simple 
exponential with mean 110.(1 - 11") = mJa, i.e., simply the mean number of intervals, mr 
from equation 98, times the mean length of one interval; thus, 

(100) 

This completes the derivation of the result already given in equation 28. 
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10. Correlations and Connectivity 

It seems surprising, at first sight, that a memoryless process can show a correlation 
between the length of one opening and the length of the next. Nevertheless, this is the case, 
as was first pointed out by Fredkin et al. (1985). The existence of such correlations is of 
importance in two main respects. First, the behaviour of channels after a perturbation (e.g., 
a voltage jump or concentration jump) depends on the nature of correlations (see also Section 
11). And second, correlation phenomena can potentially give information about the way that 
the various states in the mechanism are connected. This latter ability is of considerable 
interest for the investigation of mechanisms, though its full potential has yet to be exploited 
experimentally. Both macroscopic and, to a greater extent, single-channel experiments can 
give information about the number of states that exist, but it is much harder to discover how 
these states are connected to each other, and the ability of correlation measurements to 
provide such information is a unique advantage of being able to measure the behaviour of 
single molecules. 

10.1. Origins of Correlations 

According to our (Markov) assumptions, the duration of a sojourn in any individual 
state must be independent of (and therefore not correlated with) the length of the sojourn in 
the previous state. It is for this reason that no correlations between open or shut times would 
be expected for the simple two-state mechanism in equation lor, indeed, for any of the 
mechanisms that have been discussed so far. In fact, correlations can arise only if there are 
at least two indistinguishable shut states and at least two indistinguishable open states (i.e., 
at least two open states with the same conductance). Furthermore, there must be at least two 
routes from open states to shut states before correlations are expected (Fredkin et at., 1985; 
Colquhoun and Hawkes, 1987; Ball and Sansom, 1988a). More precisely, correlations will 
be found if there is no single state, deletion of which totally separates the open states from 
the shut states. The number of states that must be deleted to achieve such a separation is 
the connectivity of open and shut states, so correlations will be seen if the connectivity is 
greater than 1. The mechanisms in schemes 101 each have two open states (denoted 0) and 
three shut states (denoted C). 

(101) 

In schemes a and b there will be no correlations; deletion of state C3 (or of state O2) in a 
separates the open and shut states, as does deletion of C3 in b. In c, on the other hand, the 
connectivity is 2 (e.g., deletion of C3 and C4 will separate open and shut states), so correlations 
between open times may be seen. Even in this case, correlations between successive open 
times will be seen only if the two open states, 0, and O2 have different mean lifetimes. The 
correlations result simply from the occurrence of several C4 ~ 0, oscillations followed by 
a C4 ~ C3 transition and then several C3 ~ O2 oscillations, so runs of 0, and runs of O2 
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openings occur. The effect will clearly be most pronounced if the C4 ~ C3 reaction is 
relatively slow. 

For example, most of the properties of the nicotinic receptor are predicted well by c: 
in this case O2 has a long mean lifetime compared with 0 1 (but it has the same conductance), 
whereas C3 has a very short lifetime. Thus, long open times tend to occur in runs (so there 
is a positive correlation between the length of one opening and the next), but long openings 
tend to occur adjacent to short shuttings, giving a negative correlation between open time 
and subsequent shut time (Colquhoun and Sakmann, 1985). 

These results can be extended to correlations between the lengths of bursts of openings 
and between the lengths of openings within a burst (Colquhoun and Hawkes, 1987). There 
will be correlations between bursts when the connectivity (as defined above) between open 
states and long-lived shut states is greater than 1. There will be correlations between openings 
within a burst when the direct connectivity between open states and short-lived shut states 
is greater than 1 (the term direct connectivity refers only to routes that connect open and 
short-lived shut states directly, not including routes that connect them indirectly via a long
lived shut state, entry into which would signal the end of a burst). Thus, for the examples 
in scheme 101, taking Cs to be the long-lived shut state, neither a nor b would show any 
such correlations, whereas c would show correlations within bursts but no correlations between 
bursts (as observed experimentally by Colquhoun and Sakmann, 1985). The following scheme 
(in which Cs and C6 both represent long-lived shut states), on the other hand, would show 
all three types of correlation. 

(102) 

10.2. Measurement and Display of Correlations 

Correlations of this sort have been reported for many other ion channels, by, for example, 
Jackson et at. (1983), Labarca et at. (1985), Ball et at. (1988), McManus et at. (1985), Blatz 
and Magleby (1989), Magleby and Weiss (1990b), and Gibb and Colquhoun (1992). 

In the earlier work in this field, it was usual to measure correlation coefficients from 
the experimental record. However, it is visually more attractive, and in some respects more 
informative, to present the results as graphs, as suggested by McManus et at. (1985), Blatz 
and Magleby (1989), Magleby and Weiss (1990b), and Magleby and Song (1992). An example 
of such a plot is shown in Fig. 12. This graph illustrates correlations found for the NMDA
type glutamate receptor (Gibb and Colquhoun, 1992). To construct this graph, five contiguous 
shut-time ranges were defined (each centered around the time constant of a component of 
the shut-time distribution). Then, for each range, the average of the open times was calculated 
for all openings that were adjacent to shut times in this range, and this average open time 
was plotted against the mean of the shut times in the range. The graph in Fig. 12 shows a 
continuous decline, so it is clear that long open times tend to be adjacent to short shut times, 
and vice versa. 



442 

- 4 
til 
E 

! (I) 

3 ! .§ 
c: 

f 
(I) 
0. 
0 2 -c: 
(I) 
0 
CQ 

:0 1 CQ 

c: 
CQ 
(I) 

~ 
0 
0·01 0·1 1 10 100 1000 

Mean specified shut time range (ms) (log scale) 

David Colquhoun and Alan G. Hawkes 

Figure 12. Relationship between the 
mean durations of adjacent open and shut 
intervals. The graph shows the mean (::': 
standard deviation of mean) of the open 
times in 16 different patches plotted 
against the average of the mean adjacent 
shut time ranges used in each patch. Long 
open times tend to be next to short shut 
times. These results are for NMDA-type 
glutamate receptors in dissociated cells of 
adult rat hippocampus (CAl region), acti
vated by low glutamate concentrations. 
Reproduced from Gibb and Colquhoun, 
1992. 

10.3. Correlations as a Test of Markov Assumptions 

The reason the openings that are adjacent to short closings tend to be long was investi
gated further, with the results shown in Fig. 13 (Gibb and Colquhoun, 1992). Figure 13A,B 
shows the conditional distributions of open times for openings that occur adjacent to the 
shortest closings (in A) and for openings that occur adjacent to the longest closings (in B). 
(The means from these distributions contribute points to Fig. 12.) The distributions are 
displayed as distributions of log(duration), as explained in Chapter 19 (Section 5.1.2) (this 
volume). The dashed line in A shows the (scaled) fit from B, and the dashed line in B shows 
the (scaled) fit from A. It can be seen that there is an excess of long openings in A, and an 
excess of short openings in B. This is shown quantitatively in Fig. 13C,D; it is clear from 
Fig. 13C that the time constants for the open-time distribution are much the same for all 
openings, regardless of whether they are adjacent to short or long shuttings. The mean open 
times differ only because the areas attached to each time constant differ, as shown in Fig. 
13D. Similar observations were made by McManus and Magleby (1989) for the large
conductance calcium-activated potassium channel; they pointed out that this behaviour is a 
clear prediction of the Markov assumptions, whereas at least some non-Markov models do 
not predict such behaviour and can therefore be rejected on the basis of these observations 
(see Section 1.3). 

10.4. Two-Dimensional Distributions 

In order to extract all the information from the experimental record, it is necessary, 
if correlations are present, to consider two-dimensional distributions rather than the one
dimensional distributions considered so far (Fredkin et ai., 1985). An example of a two
dimensional distribution is shown in Fig. 14A (Magleby and Song, 1992). This distribution 
shows open time on one coordinate and shut time on the other. It was constructed from 
simulated data that were derived from the mechanism shown in equations IOlc and 110, so 
there are two components in the open-time distributions and three components in the shut
time distributions (which resemble qualitatively the distribution shown in Chapter 19, this 
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Figure 13. Conditional distributions of apparent open times adjacent to brief (A) and long (B) shut times. 
Data were as described in Fig. 12. A; From a total of 1206 apparent open times, 640 were identified as 
adjacent to shut times in the range 50 Il-s to 0.3 ms. These were fitted with the sum of three exponential 
components (solid curve) with time constants (areas in parentheses) of 48 Il-S (52%), 0.36 ms (8%), and 3.21 
ms (40%). The fit predicted a total of 1154 open times. The dashed line in A shows the fit from B scaled 
to contain the same number of openings as the solid line. B: A total of 335 open times were identified as 
adjacent to shut times in the range 50-5000 ms. These were fitted with the sum of three exponentials (solid 
curve) with time constants (areas in parentheses) of 68 Il-s (60%), 0.46 ms (5.8%), and 2.79 ms (35%). The 
dashed line shows the fit from A scaled to contain the same number of openings as in the solid line. The 
difference between dashed and solid lines indicates that, relative to openings adjacent to long shut periods, 
there are more long openings and fewer short openings adjacent to short shut periods. C and D: Mean time 
constants (C) and areas (D) of the exponential components describing conditional open-time distributions 
from 16 different patches. The mean (and its standard deviation) for each fitted parameter is shown plotted 
against the average of the mean adjacent shut-time ranges used in each patch. The inverted triangles to the 
right of the data values in C show the mean (and its standard deviation) for the time constants from the 
unconditional open-time distributions, and the dashed lines show the position of each mean across the plot. 
In D, the filled circles, filled squares, and filled diamonds refer to the area of the fast, intermediate, and 
slow components of the open-time distributions. The lines drawn in D have experimental values only at the 
data points and are drawn only so that the data values for each open time component can be clearly identified. 
Reproduced from Gibb and Colquhoun, 1992. 
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B 

Figure 14. Illustrations of correlations based on 107 simulated observations (reproduced from Magleby and 
Song, 1990, with permission). A: A bivariate distribution of open time on one axis and shut time on the 
other. The distribution of log (duration) is shown, so that peaks in the distribution occur at times corresponding 
to the time constants of the exponential components (see Chapter 19, this volume, Section 5.1.2). B: An 
example of the dependency plot (see text) for the same simulated data. 

volume, Fig. IS). The distributions in Fig. 14 are displayed as distributions of log(duration), 
as explained in Chapter 19 (this volume) (Section 5.1.2). 

The two conditional open-time distributions that were shown in Fig. 13A,B are simply 
sections (at two particular fixed shut times) across the two-dimensional distribution in Fig. 
l4A. In practice, in order to construct the conditional distributions from experimental data, 
it is necessary to use a range of shut times (i.e., a shut-time bin) rather than a single exact value. 

The fact that the open-time distribution differs according to the adjacent shut time (as 
in Fig. 13A,B) is visible in the two-dimensional distribution, but it is not very prominent. 
It was therefore suggested by Magleby and Song (1992) that the correlations could be made 
more obvious by displaying the data in the form of a dependency plot. They define dependency 
as the (normalized) difference between the actual frequency of particular shut-open time 
pairs and the frequency that would be expected if openings and shuttings were independent. 
Define!o(to) and!s(ts) as the unconditional probability density functions for open times and 
shut times, respectively, and !(to,ts) as the two-dimensional distribution. If there were no 
correlations, then the two-dimensional distribution would simply be the product of the separate 
distributions, !o(to)!s(ts). Thus, dependency, d(to,ts), was defined as 

This will be zero for independent intervals, and a value of +0.5 would indicate that 
there are 50% more observed interval pairs than would be expected in the case of independent 
adjacent intervals. A description of how to calculate the plot from experimental values is 
given by Magleby and Song (1992). An example is shown in Fig. l4B for the data shown 
in Fig. l4A. The dependency plot clearly shows the excess of short open times adjacent to 
long shut times, and the deficiency of short open times adjacent to short shut-times. 

Plots of the sort shown in Fig. 14 can be used to distinguish between different kinetic 
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mechanisms and as an aid in fitting. It may be mentioned here that full maximum-likelihood 
fit of the entire idealized data record, not of separate distributions, with a particular mechanism 
(see Sections 12.5 and 13.7) is probably the best way of extracting all the information from 
an experimental record. But plots like those in Figs. 13 and 14 are still good ways to display 
the quality of the fit so obtained, even though they are not used for the fitting process itself. 

10.5. The Decay of Correlations 

In a record at equilibrium, the correlation between, for example, an open time and the 
nth subsequent open time (for a single channel) will decay towards zero with increasing lag 
(n). Likewise, the distribution of open times following a jump will, after sufficient time, 
eventually become the same as the equilibrium distribution of all open times (see Section 11). 

In principle, the connectivity between open and shut states can be measured expenmen
tally, because the decay of the correlation coefficient with increasing lag (n) should be 
described by the sum of m geometric terms, where m is the connectivity minus one (Fredkin 
et al. 1985; Colquhoun and Hawkes, 1987). A similar decay should be seen in the mean 
lifetimes of events following a jump (Ball et al.. 1989). The full potential of measurements 
of this sort has yet to be achieved in practice. 

10.6. Spurious Correlations 

It was pointed out in Section 10.1 that the correlations will be strongest for the mechanism 
in equation 101c when the C4 ;::! C3 reaction is relatively slow. At the extreme case, when 
this rate is zero, we are left with two separate channels with different mean open and shut 
times. Furthermore, neither of these channels would, by itself, show any correlations. Clearly, 
it is quite possible for spurious correlations to arise as a result of receptor heterogeneity 
(which is a major problem in many studies). In fact, it is even possible in principle for 
spurious correlations to arise even when there is more than one identical channel in the 
membrane patch (Colquhoun and Hawkes, 1987), though the importance of this has not yet 
been investigated. Furthermore, the inability to detect brief events may give rise to strong 
correlation in the observed record when there is actually little or no correlation (as exemplified 
in Section 12.4). In other cases imperfect resolution may attenuate real correlations (Ball 
and Sansom, 1988a). 

11. Single Channels and Macroscopic Currents after a Jump 

Essentially everything that has been said so far concerns single-channel records that 
are in a steady state (see Section 7). However, synapses and action potentials do not function 
in a steady state; they operate far from eqUilibrium, and so it is important to understand 
single-channel behaviour in the transient state before equilibrium is attained. 

We shall discuss here only the case where the transition rates between states are constant, 
i.e., do not vary with time. This means, for example, that membrane potential and/or ligand 
concentration must be constant (see Section 1.1). We therefore consider only the cases where 
membrane potential or ligand concentration are changed in a stepwise fashion from one 
constant value to another. Such experiments are usually referred to as voltage jumps and 
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concentration jumps, respectively. It is, for example, common to mimic a synaptic current 
by applying a very brief rectangular pulse of agonist (to an outside-out membrane patch). 
We shall not discuss here the practical problems that often arise in achieving sufficiently 
rapid changes in potential or concentration to fulfill the assumptions. Some of the practical 
aspects are discussed in Chapter 19. 

11.1. Single Channels after a Jump in the Absence of Correlations 

The behaviour of single channels following a sudden change in membrane potential or 
ligand concentration is not necessarily the same as that in the steady state. The differences 
depend primarily on two things. First, they depend on the state of the system at the moment 
the jump was applied (t = 0). Second, they depend on whether the channels show. correlations 
of the sort discussed in Section 10. 

The simplest case occurs when channel openings are uncorrelated (see Section 10). This 
will, for example, always be the case if there is only one open state. In this case, all the 
openings and shuttings that follow the jump will, with one exception, have exactly the same 
distributions as in the steady state. 

The one exception is the first latency. Consider, as an example, a membrane patch that 
is initially bathed in an agonist-free solution, so the channel(s) in it are shut. At t = 0 the 
agonist concentration is suddenly increased from zero to a finite value. The time that elapses 
before the first channel opening occurs is defined as the first latency, and its distribution 
depends on the fraction of receptors that are in each of the different shut states at t = O. 

Consider, for example, the simple agonist mechanism that was discussed in Section 5 
and is shown again in equation 103. The channels would all be in state 3 (R, the resting 
state) in the absence of agonist. Compare this situation with that which obtains during a 
steady-state record with a constant agonist concentration: in this case, the shut channels 
would not all be in state 3 (R) but would be divided between state 3 and state 2 (AR), 
according to the value for the equilibrium constant for binding. The initial condition from 
which an opening occurs differs in these two cases, so the distribution of the shut times that 
precede openings will differ accordingly. This is intuitively very reasonable. At equilibrium, 
every shut period is preceded by an opening, so the shut period must always start in state 
2 (AR), and similarly, every shut period must end in state 2 [this is why the probability 
P22(t) is needed for the derivation of the shut-time distribution given by Colquhoun and 
Hawkes, 1994, Appendix I]. Because opening can occur directly from state 2, it is easy to 
see that the shut state preceding the next opening may be quite short; there may be no sjoum 
in state 3 before the next opening. When on the other hand, the channels are all initially in 
state 3 (R), the channel must spend time both in state 3 and in state 2 before opening is 
possible, and so a longer time is likely to elapse before an opening occurs. 

As usual for a Markov process, these differences in the distributions depend entirely 
on differences in areas rather than time constants. In the case of mechanism 59, there are 
two shut states, so distributions of shut times are therefore a mixture of two exponentials. 
The time constants for the two components are the same for all shut-time distributions, 
including that for the first latency after a jump; but the area of the faster component will be 
larger for channels that were initially in state 2 (AR) than it is for channels that were initially 
in state 3 (R). The steady-state equivalent of this phenomenon has already been illustrated 
in Section 10.3 and Figs. 13 and 14. 

As an example, consider the mechanism in equation 59 with the following transition 
rates (all in S-I): 
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R~AR~AR* 
\000 1000 (103) 

3 2 

(for example, we could have k+l 107M- 1s- 1 and a concentration of 10 j.LM, giving the 
binding rate as 100 s-'). The equilibrium shut-time distribution, calculated as described in 
Colquhoun and Hawkes (1994) (see also Section 13; Chapter 20, this volume) is, in the 
standard form of equation 25, 

(104) 

where the time constants are 

Tl = VA, = 0.4875 ms and T2 = VA2 = 20.51 ms (105) 

and the areas of the components are 

a, = 0.4750 and a2 = 0.5250 (106) 

The mean length of a shut period at equilibrium is therefore 

(107) 

Since, from equation 24, the mean lifetime of state 3 is 10 ms, and the mean lifetime of 
state 2 is 0.5 ms, it is clear that shut times consist, on average, of a 2 ~ 3 ~ 2 transition 
(the rate constants show that it is equally likely that a channel in state 2 will, at its next 
transition, move to state 3 or state 1). This is for shut periods that start in state 2 and end 
in state 2. However, if we consider a concentration jump from zero concentration to 10 j.LM, 
the channels are initially all in state 3. The distribution of the latency until the first opening 
will therefore be the distribution of shut times conditional on starting in state 3. This can 
be found in the way given by Colquhoun and Hawkes (1994), but in this case the appropriate 
probability would be Pdt) rather than P22(t). The result is a distribution like that in equation 
104 with the same rate constants, as given in equation 105, but with areas 

a, = -0.02435 and a2 = 1.02435 (108) 

and 

(109) 

In this case one of the areas is negative, which means that the distribution goes through a 
maximum, as illustrated earlier; in other words, very short latencies are unlikely. Correspond
ingly, the macroscopic current for such a jump would have a sigmoid start; the time constants 
for the relaxation would be, from equation 62-64, 0.3778 ms and 2.205 ms, the former 
having a negative amplitude. 

After the first latency has elapsed, all openings and shuttings have exactly the same 
distributions as at equilibrium (mean open time 1.00 ms; mean shut time 11 ms). This is a 
consequence of the absence of correlations in this mechanism. 
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11.2. Single Channels after a Jump in the Presence of Correlations 

The characteristics of single-channel openings after a jump when correlations are present 
have been considered by Colquhoun and Hawkes (1987) and by Ball et at. (1989). As an 
example, consider the mechanism in equation (lOle). This has been used by several authors 
(e.g., Colquhoun and Sakmann, 1985) to describe the nicotinic acetylcholine receptor (see 
also Section 13; Chapter 20, this volume; Colquhoun and Hawkes, 1982). In this context, 
the mechanism may be written to show the binding of two agonist molecules (A) to the shut 
(R) and open (R*) receptor, thus: 

State 
number 

State 
number 

(110) 

The experimental evidence suggests that the mean lifetime of open state 1 (the singly 
liganded open state) is considerably shorter than that of open state 2 and that the mean 
lifetimes of shut states 3 and 4 are short. This would account for the observed correlations, 
as explained in Section 10.1. An example of the calculation of single-channel properties 
after a jump is given by Colquhoun and Hawkes (1987) for this mechanism. They used the 
rate constants that were found by Colquhoun and Sakmann (1985) to provide a fair description 
of nicotinic receptor behaviour and used these values to predict the behaviour of channels 
following a concentration jump from zero to 4 nM. The time constants were, of course, the 
same for all distributions, but the areas changed such that the mean shut times were as follows: 

• Mean latency to first opening 1539 s 
• Mean shut time between first and second openings 1038 s 
• Mean shut time between second and third openings 806.1 s 
• Mean shut time between third and fourth openings 698.6 s 

and so on, until the equilibrium mean shut time of 605.7 s is reached. 
Similarly, mean lengths of the first, second, etc. openings following the jump were 

0.754 ms, 1.029 ms, 1.156 ms, 1.215 ms and so on until the equilibrium mean open time 
of 1.267 ms was attained. The calculation of these values, for a mechanism as complex as 
that in equation 110, cannot be written explicitly but requires the use of matrix methods (see 
Section 13 below; Chapter 20, this volume; Colquhoun and Hawkes 1982, 1987). It has been 
shown by Ball et ai. (1989) that such measurements can be used to provide information 
about mechanisms. 

11.3. The Relationship between Single-Channel Currents and 
Macroscopic Currents 

From the experimental point of view, the relationship is simple: the macroscopic current 
is just the sum or average of a set of single-channel records. Two schematic examples have 
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already been shown, in Figs. 2 and 5, of the relationship between single-channel currents 
and macroscopic currents. In both of these it was supposed for simplicity that the channels 
open synchronously at t = 0 or, in other words, that the first latency was negligible. This 
is not always true. An example of experimental measurements in which it is certainly not 
true is shown in Fig. 15. This shows responses of a membrane patch that contained NMDA
type glutamate receptors to application ofthe agonist (glutamate) for 1 ms. The patch probably 
contained only one channel (see Section 8), and six individual responses are shown. The 
average of these responses is shown at the top of the figure and is seen to follow a time 
course that is typical of NMDA receptors, with a relatively slow rise time followed by a 
slow double-exponential decay, with time constants, in this case, of l' = 61.5 ms and 208 
ms. In this experiment it is clear that the latency until the first opening occurs is sometimes 
very long indeed, and this will have a profound effect on the time course of the macroscopic 
current. For example, in the third trace from the top in Fig. 15, the first opening occurs 
about 860 ms after the I-ms pulse, and in the fifth trace the latency is about 1340 ms. 

In order to predict, from some specified mechanism, the results of an experiment like 
that shown in Fig. 15, we first note that the experiment involves two concentration jumps. 
First, there is a jump from zero concentration to 1 mM, the channels being initially in their 
resting state. This is followed, 1 ms later, by a jump from 1 mM to zero. The initial condition 
(i.e., the fraction of channels in each state) for the second jump is found during the calculation 
of the response to the first jump; it is simply the fraction of channels in each state, Pi(t), at 
t = 1 ms. The methods for calculating the macroscopic (average) current have been mentioned 
above and are described in Chapter 20 (this volume). 

11.3.1. The Simplest Example of the Effect of First Latency 

In order to investigate the effect of nonsynchronous channel opening, it will be useful 
to consider first the simplest possible case. This case concerns a hypothetical channel that, 
after brief agonist application, produces an activation consisting of a single opening, after 
the first latency has elapsed (for the NMDA receptor, the activation is actually a great deal 
more complicated than a single opening). In Fig. 16A. nine examples are shown of simulated 
channels with a mean first latency of I ms and a mean open time of 10 ms (the variability 
of both being described by simple exponential distributions). The average current (shown at 
the top) is seen, not surprisingly, to have a rising phase that can be fitted with an exponential 
with a time constant of about 1 ms, and the decay phase has a time constant of about 10 
ms. Apart from being about ten times too slow, this example is similar to what happens at 
a neuromuscular junction. 

More surprising, perhaps, are the results shown in Fig. 16B, in which the numbers are 
reversed, and simulated channels have a mean first latency of 10 ms and a mean open time 
of 1 ms. The averaged current shown at the top is seen to have essentially the same shape 
as in Fig. 16A (though it is ten times smaller and considerably noisier relative to its amplitude). 
Thus, in this latter case, the rate of decay reflects the duration of the first latency, whereas 
the rate of rise represents the mean channel-open time. The reason for this result, which 
seems paradoxical at first sight, can be seen from the simulations (e.g., the exponential 
distribution of first latencies means that short latencies are more common than long ones) 
and from the relevant theory, which was outlined in Section 9.1. The distribution of the time 
from the stimulus until the channel shuts finally is simply the distribution of the sum of (1) 
the first latency (mean length 11[3', say), and (2) the length of the channel opening (mean 
length lIa, say). This distribution has already been found, as the convolution in equation 
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Figure 15. Illustration of first latency measurement. The lower section shows six individual responses, each 
2000 ms in duration, to a I-ms pulse of I mM glutamate. The time at which the command signal for the 
pulse was applied is shown in the topmost trace (the actual concentration change at the patch started about 
I ms later). This membrane patch contained, almost certainly, only one active channel, and it is clear that 
the latency before the first opening is often long (see text). The average of 122 such records is shown at the 
top. The decay phase of the average (starting from t = 37 ms) was fitted with two exponentials. Their time 
constants were 61.5 ms and 208 ms (the latter accounts for 23.6% of the amplitude at the starting point for 
the fit). (Data of B. Edmonds; outside-out patch from rat dentate gyrus granule cell at -60 mY, in solution 
containing 5 fJ-M glycine and 5 fJ-M CNQX. Methods as in Edmonds and Colquhoun, 1992.) 



Stochastic Interpretation of Mechanisms 

Figure 16. A simple simulation of a 
synaptic current in which each chan
nel is supposed to produce only a 
single opening after an exponentially 
distributed latency. A: Mean latency 
I ms, mean open time 10 ms. The 
lower part shows nine examples of 
simulated channels. The top trace is 
the average of 1000 such channels; 
the double-exponential curve fitted to 
the average has T = 1.03 ms (ampli
tude 1.11 pAl, and T = 10.6 ms 
(amplitude -1.11 pAl. B: Similar, 
but with a mean latency of 10 ms 
and a mean open time of I ms. The 
double-exponential curve fitted to the 
average has T = 0.76 ms (amplitude 
0.092 pAl and T = 12.0 ms (ampli
tude -0.091 pAl. 
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87. Since both intervals have been taken to be simple exponentials, j;(t) = ae-a.t and .f2(t) = 
~' e-Wt, the result, j{t), is exactly as has already been given in equation 91. It has the form 
of the difference between two exponentials, and it is the curve that has been fitted to the 
averages in Fig. 16. 

In this particular simple case, though not in general, there is a very simple relationship 
between the distribution,j{t), of the total event length, and the shape of the averaged current. 
The time course of the current is given, apart from a scale factor, by the probability that a 
channel is open at time t. This we shall denote Popen(t), and it can be found as follows. A 
channel will be open at time t if (1) the first latency is of length u, and (2) the channel stays 
open for a time equal to or greater than t - u. The probability that a channel stays open 
for a time t - u or longer is, from equation 21 the cumulative distribution 

(111) 

so, by an argument exactly like that used to arrive at equation 87, the probability that a 
channel is open at time t is 

Popen(t) = f:~h(U)R,(t - u) du (112) 

This differs from equation 91 only by a factor of lIa, the mean open lifetime, so 

(113) 

which is, apart from its amplitude, unchanged when a and ~ 1 are interchanged. The amplitudes 
of the two exponential components are equal and opposite, being, from equation 113, 

a = (a _ ~') (114) 

with a maximum at tmax> which is given by 

_ In(W/a) 
tmax - (.).1 • 

I-' - a 
(115) 

The simulated average currents in Fig. 16 are indeed well fitted by these values. 

11.3.2. The Effect of First Latency in General 

If there is more than one sort of shut state (which there invariably is for real channels), 
the possibility arises that the channel may open more than once after a pulse of agonist (or 
of membrane potential) is applied. This would, for example, be the case for the channel
block mechanism discussed in Section 4 (see Fig. 5). It is also clearly the case for the NMDA 
receptor as shown by the experiment in Fig. 15. If there is only one open state, then the 
result given above can be generalized as follows. The probability of the channel being open 
at time t (and hence the macroscopic current at time t) is given by the convolution of the 
first latency distribution with PII(t), where the latter was defined in equation 46 as 
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PII(t) = Prob(open at time tlopen at time 0). (116) 

This result has been used, for example, by Aldrich et al. (1983) and by Horn and Vandenberg 
(1984) for the interpretation of experiments on sodium channels, in which measurements of 
first latency turned out to be important for investigations of the channel mechanism. 

It is important to note that PII(t) is the sort of probability that is used in the calculation 
of macroscopic currents or noise; it does not specify that the channel should be open 
throughout the time from 0 to t (as would be the case for analysis of single channels; e.g., 
see Section 4.8) but merely that it was open at 0 and at t. regardless of what happens in 
between. In fact, P II (t) describes the time course of the current that would be found by 
averaging single-channel records after aligning the starting points of the first opening in 
each record. 

In general, the expression for PII(t) will be given by the sum of k - 1 exponentials 
that have the time constants found for macroscopic relaxations (as in equation 4) (they will 
be the eigenvalues of -Q; see Section 13 and Chapter 20, this volume). These time constants 
will not, in general, be the same as those for any of the single-channel distributions. Thus, 
although the first latency distribution is a 'single-channel quantity', PII(t) is not, and there 
is, therefore, in general, no simple relationship between single-channel distributions and 
macroscopic currents. 

In particular, it is impossible to predict the response to a jump from measurements of 
steady-state single-channel recordings. This is generally true, though if the single channel 
recordings were made under a range of conditions and were detailed enough to allow complete 
identification of the mechanism and all its rate constants (see Section 12). then it would of 
course be possible to predict the time course of macroscopic currents. This was illustrated 
by Edmonds and Colquhoun (1992), who show that simple averaging of aligned channel 
activations (measured in steady-state records) does not reproduce the shape ofthe macroscopic 
currents. However, this procedure would work, to a good approximation, for muscle-type 
nicotinic receptors, which produce compact bursts of openings with a very short first latency 
and are therefore close to the situation illustrated in Fig. 2. 

If there is more than one open state, then the result stated above can be further generalized, 
using matrix methods, by what amounts to using a separate first-latency distribution for entry 
into each of the open states (see Section 13 and Chapter 20, this volume). 

12. The Time Interval Omission Problem 

The filtering effect of the recording apparatus. together with noise and sampling the 
signal at regularly spaced points in time, means that brief openings or shuttings of the ion 
channel will not be detectable. This will cause a distortion of the histograms of the distributions 
of open times and shut times that can be quite serious (see example below). 

12.1. Definition of the Problem 

We suppose in what follows that all events that are shorter than some fixed resolution 
or dead time (denote ~o for open times, ~s for shut times) are not detected, whereas all events 
longer than this are detected and measured accurately. The resolution is usually not well 
defined, but may be imposed retrospectively on the measurements by concatenating any 
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observed shut time below ~s with the open times on each side of it to produce one long 
"apparent opening." The procedures necessary for imposition of a fixed dead time are 
discussed in Chapter 19 (this volume, Section 5.2). The effect on the distribution of open 
times that is caused by missing open times that are shorter than ~o is easily allowed for (see 
Section 6.8.1 of Chapter 19, this volume). But the concatenation of adjacent open times that 
occurs when the short shut time separating them is missed is potentially far more serious 
and may cause openings to appear to be far longer than they really are. 

12.1.1. Dependence on the Method of Analysis of Experimental Records 

Before any attempt can be made to make allowance for missed events, the problem 
must be formulated precisely. The problem is to decide how to define what it is that is 
actually measured when an experimental record is analyzed. The answer to this question 
will depend, to some extent, on the method that is used for the analysis. If a threshold
crossing method is used, it seems natural to define the dead time as the duration of an event 
that is just long enough for the signal to reach the threshold (in the absence of noise). There 
are two problems with this definition. First, the universal presence of noise will mean that 
some events that are longer than the dead time will be missed, and some events that are 
shorter than the dead time will be detected (see Chapter 19, this volume). Second, as pointed 
out by Magleby and Weiss (1990a), events that are both shorter than the dead time but are 
close together may sum to produce a signal that crosses the threshold. Both of these problems 
are less severe if the record is fitted by time-course fitting with subsequent imposition of a 
fixed dead time (see Chapter 19, this volume, Section 5.2). 

Ideally, the method used for missed-event correction should take into account the actual 
properties of the method used for analysis. Draber and Schultze (1994) have made an attempt 
to do this (though for an analysis method that has not yet been much used in practice). The 
only realistic method for doing this is the (very slow) repeated simulation of the entire 
analysis, as proposed by Magleby and Weiss (1990a). 

We now define a theoretical quantity, the apparent open time. This quantity is intended 
to be, as far as possible, what would actually be measured from an experimental record, the 
observed open time. In fact, this distinction will often be neglected, and both quantities 
referred to as apparent. The mean length of apparent openings will be denoted "/-Lo (where 
the superscript e stands for effective). For the purpose of the theory, an apparent opening is 
defined as starting with an opening longer than ~o (which is therefore visible); this is followed 
by any number of openings, which may be of any length but are separated by gaps that are 
all shorter than ~s and are therefore not detected; this process is ended when a shut time in 
excess of ~s is observed. Short openings, less than ~o are similarly treated to obtain 'apparent 
shut times'. The extent to which this definition mimics reality will, as mentioned above, 
depend on the method used to analyze experimental records. A run of short random openings 
and shuttings will, from time to time, produce signals of quite unrecognizable shape, so it 
is impossible to anticipate all possibilities. At least it is impossible to do so in any analysis 
program that allows the operator to approve or disapprove the fitted durations, and, as 
explained elsewhere, there are good reasons, unconnected with the missed-events problem, 
why it is always desirable to inspect what the computer is doing to your data. There will 
inevitably (and probably quite rightly) be a subjective element in the operator's response to 
oddly shaped signals. Fortunately, such oddities are rare in most data and so should not give 
rise to serious errors. 
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12.1.2. Dependence on the Channel Mechanism 

It is an unfortunate fact that in order to make proper allowance for missed events, it is 
necessary to postulate a kinetic mechanism for the operation of the ion channel. When 
substantial numbers of both brief openings and brief shuttings are missed, very little can be 
done without a realistic knowledge of the mechanism, as is made clear by the discussion 
below. However, it is quite often the case, to a first approximation at least, that most openings 
are detected but many short gaps are missed (or, more rarely, the other way round). In this 
case, corrections can be made without detailed knowledge of the mechanism. When most 
openings are detected, the shut-time distribution will (apart from the lack of values below 
~s) be quite accurate; i.e., it will have approximately the correct time constants (see Fig. 18, 
for example). We can, therefore, obtain a realistic estimate of the number (and duration) of 
missed shut times simply by extrapolating the fitted shut-time distribution to t = o. ThIs is 
essentially the procedure used by Colquhoun and Sakmann (1985), and it is given below 
(see equation 124). Even in this case, however, it was necessary to assume something about 
mechanisms in order to do the correction. The reason for this is that, in their data, the 
distribution of (apparent) open times or of burst lengths had two exponential components, 
so, although an estimate could be made of the number of brief shuttings that were missed, 
there was no way of knowing whether they were missed from 'long bursts' or from 'short 
bursts'. The data suggested that short bursts contained few short gaps, so, in order to perform 
the correction, it was assumed that all the missed gaps were missed from long bursts. This 
procedure was subsequently shown to behave quite well when tested by the exact procedures 
discussed below, but there can be no guarantee that it will always do so. 

We shall first discuss the (oversimplified) case in which the system has only one shut 
state and one open state. 

12.2. The Two-State Case 

Suppose the true open times and shut times both follow simple exponential distributions 
with means ~o and ~ .. respectively. Then we have 

P(shut time > ~s) = e-Es/ fLs (117) 

and so 

Mean number of openings per apparent opening = lIe-Es//fL. = eEs/fLs (118) 

It is well known (see Chapter 19, this volume, Sections 6.6 and 6.8) that for an exponen
tial distribution 

Mean length of shuttings longer than ~s = ~s + ~s (119) 

then 

because e-EJfLs X (expression 119) + (l - e-E,lfLS) X (expression 120) must equal ~s, the 
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overall mean shut time. The mean apparent open time, denoted e/-La, is therefore ~a + 
/-Loe~s1 .... s + (e~s/,..s - 1) X (expression 120), as there is one less shutting than opening contribut
ing to the apparent open time. Thus, 

(121) 

Similarly, the mean apparent shut time is 

(122) 

The values of e/-Lo and e/-Ls can be estimated from the data by averaging the observed open 
and shut times; ~o and ~s are known, so that equations 121 and 122 are a pair of nonlinear 
simultaneous equations that can be solved numerically for the true means /-Lo and /-Ls. For 
example, obtain an expression for /-Ls from equation 122 and substitute it into equation 121 
to obtain an equation in /-Lo only, that can be solved by bisection. It turns out that these 
equations usually have two pairs of solutions. Suppose, for example, that ~o = ~s = 200 /-LS, 
e/-Lo = 0.6 ms, and e/-Ls = 2.0 ms. Then, there is a 'slow' solution (/-Lo = 299.0 /-LS, /-Ls = 

878.7 /-Ls) and a 'fast' solution (/-Lo = 106.3 /-LS, /-Ls = 214.8 /-Ls). The slow solution implies, 
for example, that on average an observed shut time comprises 1.95 shut times separated by 
0.95 (short) open times, whereas the equivalent figures for the fast case are 6.56 and 5.56. 
In principle, the ambiguity is not quite complete because the forms of the distributions of 
observed times are predicted to be different (though they have the same means) for these 
two solutions, but in practice the difference may be too small to be useful (Hawkes et aI., 
1990). Furthermore with the fast solution consisting of rapid alternation of openings and 
shuttings of duration comparable to the resolution, the apparent openings would have the 
appearance of a noisy opening of reduced amplitude. 

This problem has been further studied using an approximate likelihood method by Yeo 
et al. (1988), Milne et al. (1989), and Ball et al. (1990), yielding a likelihood with two 
almost equally high peaks. They showed that the two solutions could be resolved by making 
additional analyses in which ~o and ~s are changed, the real solution remains the same, and 
the false one is altered. 

The above model, assuming fixed resolution, is used throughout this section, but Draber 
and Schultze (1994), following Magleby and Weiss (l990a), used a (theoretically) specified 
model of a detector (see above), and in the two-state problem they obtain the alternative 
result, in the case ~o = ~s = ~, 

1 
e/-Lo=----

(/-Lo - /-LJ 

X { (2/-L~/-Ls) [1 - e(~/ .... s-~/ .... o)] + ~(/-Lo + /-Ls) - /-L~eW .... s-~/ .... o) - /-LO/-Ls} (123) 
/-Lo /-Ls 

with a similar result for e/-Ls, the subscripts 0 and s being interchanged. These results are 
close to those given by equations 121 and 122 if /-Lo and /-Ls are greater than about 2~. 

12.2.1. The Case when Only Gaps Are Missed 

If openings are long enough that very few are missed, then the results simplify. Thus, 
if ~o <lS /-Lo, equation 122 reduces to e/-Ls = ~s + /-Ls. The openings, however, are still extended 
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by missing gaps, but, as JJ.s is now known from this result, equation 121 can be solved for 
fLo as 

(124) 

Analogous results, interchanging 0 and s, can be obtained if shut times are long. 

12.2.2. Bursts of Openings 

We consider here only the case in which most openings are detected but many shut 
times within a burst are undetected. As before, this implies that gaps will rarely be extended 
by undetected openings, so if fLg now denotes the true mean length of gaps within bursts, 
the observed mean length of such gaps will again be ~s + fLg. Since we have assumed that 
most openings are detectable, the mean length of the observed burst will be close to the true 
mean burst length. Thus, both intraburst gap lengths and burst lengths can be estimated from 
the data. However, the apparent openings will be longer than the true openings, and the 
observed number of openings per burst will be correspondingly too small. It is for this reason 
that Colquhoun and Sakmann (1985) presented primarily distributions of gap lengths and 
burst lengths but not those of apparent open times or of the number of apparent openings 
per burst. 

Corrected means for the last two distributions can be obtained as follows for the case 
in which the true openings and the true gaps within a burst each have simple exponential 
distributions. The burst distribution is fitted to give an estimate of the mean burst length, 
fLbsl' and the number of bursts, Nbsl, each of which should be close to the true values. The 
distribution of lengths of gaps within bursts is fitted to give estimates of their true length, 
fLg' and of their true number, Ng, which may be considerably greater than the observed 
number, ns = Nge-~sflLg. The true number of gaps per burst, fL .. is estimated as the total 
number of gaps divided by the total number of bursts, so fLr = N/Nbsi' The true mean open 
time can be estimated by noting that the mean total shut time per burst including undetected 
gaps, is fLgfL .. so 

= mean open time per burst = ( _ )/( + 1) (125) 
fLo mean number of openings per burst fLbsl fLgfLr fLr 

This is essentially the correction employed by Colquhoun and Sakmann (1985). 

12.3. The General Markov Model 

The previous section discussed only the two-state case and was concerned only with 
the means of the apparent observed open times and of observed shut times, according to 
particular assumptions about how these arise from the inability to observe small intervals. 
We need to extend this to models of channel action with any number of shut states and open 
states; we also need to predict the distributions of observed quantities, not only their means. 
So far, this has been achieved only in the case where all open states have the same conductance. 
Several approximate methods have been described, for example by Blatz and Magleby 
(1986), Yeo et al. (1988), and Crouzy and Sigworth (1990), in each case approximating the 
distributions by mixtures of exponential distributions. An exact solution in terms of Laplace 
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transforms was obtained by Ball and Sansom (1988b) following earlier work by Roux and 
Sauve (1985). 

Hawkes et al. (1990) obtained the exact algebraic forms of these probability density 
functions in the case ~o = ~s; they presented some numerical examples that suggested that 
the best of the mixed-exponential approximations was that of Crouzy and Sigworth (1990). 
Unlike the distributions of true open times or shut times, they are not mixtures of exponentials 
but are sums of exponentials multiplied by polynomials in t; a different form holds over 
different ranges of length ~, so that over the interval [~r < t < ~(r + 1)] the multiplying 
polynomials are of degree (r - 1); the density is, of course, zero for t < ~. These distributions 
are reasonably easy to compute for small t but get progressively more complicated as t 

increases and eventually become numerically unstable. An alternative approach by Ball and 
Yeo (1994) is based on numerical solution of a system of integral equations. 'Ball et at. 
(1991, 1993b) obtained a solution, in terms of Laplace transforms, in the more general setting 
of semi-Markov processes (which includes fractal and diffusion models as well as the Markov 
model discussed here). Ball et al. (l993a) showed that a general result of Hawkes et al. 
(1990), from which the above result specific to Markov models was obtained, can be extended 
into this more general setting. 

Jalali and Hawkes (l992a,b) (see also Hawkes et at., 1992) obtained asymptotic forms 
for these probability densities that are extremely accurate except possibly for quite small 
values of t. They recommend using the exact form for t < 3~ and the asymptotic form for 
t > 3~. Brief details are given in Section 13.7. The asymptotic distribution not only has the 
form of a mixture of exponentials, but it also has the same number of exponential components 
as the true distribution (that which would be found if no intervals were missed). However, 
the values of the time constants and of their associated areas may be quite different. It is 
this asymptotic form that would be estimated when fitting a mixture of exponentials to 
experimentally observed time intervals using the methods described in Chapter 19 (this 
volume, Section 6.8). 

We consider the mechanism of scheme 110 (see also equation 127), which has two 
open states and three shut states, with parameter values (\', = 3000 s-', (\'2 = 500 s-', 13, 
= 15 s-', 132 = 15,000 s-', k+, = 5 X 107 M-'s-', k+2 = k: 2 = 5 X 108 M-'s-', L, = 

L2 = 2000 s-', k*-2 = (1/3) s-', and agonist concentration XA = 0.1 fLM. A set of data, in 
the form of a sequence of open and shut times, was simulated from this model; a resolution 
of 50 fLs (for both open and shut times) was then imposed on the record (see Chapter 19, 
this volume, Section 5.2) to produce a sequence of 10,240 apparent open times alternating 
with 10,240 apparent shut times. We will refer to this as the simulation model for the 
remainder of this section. 

The true open time distribution has two exponential components with time constants 
2.00 ms and 0.328 ms with corresponding areas of 0.928 and 0.072, giving an overall mean 
of 1.88 ms. Figure 17 shows the theoretical distribution of the logarithm of apparent open 
times (see Section 5.1.2 of Chapter 19, this volume), and this compares well with a histogram 
arising from the simulation. The true distribution of open times is shown for comparison. 
Compared with the true distribution, the distribution of apparent open times has been shifted 
to the right, having a mean of 3.52 ms rather than 1.88 ms; this shift is not caused by missing 
the short open times but results from missing the short shut times. 

The distribution of apparent open times does not have a mixed exponential form for 
small t, but for t > 3~ it is very well approximated by the asymptotic distribution, which is 
a mixture of exponentials. This gives us another way of comparing the true and apparent 
distributions. First note that the pdf of apparent open times is zero below the dead time, 
t = ~, whereas the true open time pdf starts at t = 0; thus, in order to compare the relative 
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Figure 17. Probability density of the logarithm of open times for the model defined in the text. The solid 
line is the theoretical distribution of apparent open times for the case when the dead time is ~ = 50 ILS. The 
histogram shows the distribution of 10,240 open times, which were simulated on the basis of this model and 
then subsequently had a resolution of 50 ILS imposed, as described in Section 5.2 of Chapter 19 (this volume). 
The dashed line shows the true distribution of open times, scaled to predict the correct number of observations 
greater than t = ~. 

areas of components of the true distribution with those of the asymptotic distribution of 
apparent open times, it is necessary to project the exponentials of the asymptotic distribution 
back to t = O. When this is done, we obtain an approximate distribution with time constants 
of 3.89 ms and 0.328 ms with corresponding areas of 0.869 and 0.131 (so the overall mean 
is 3.42 ms, which is close to that of the exact distribution of apparent open times). Comparing 
this with the true distribution, we see that the short time constant remains virtually the same 
but the longer one has almost doubled. This happens because, according to the mechanism 
used for the example, most of the short shut times occur in (and are therefore missed from) 
the 'long bursts' (see also Section 12.1). 

Let us tum now to the distribution of shut times. The true distribution of all shut times 
in this example is a mixture of three exponentials with time constants of 3789 ms, 0.485 
ms, and 53 J..LS, with areas of 0.262, 0.008, and 0.730, respectively. The distribution of 
apparent shut times, for t > 3~, is well approximated by the asymptotic form of this 
distribution, which is a mixture of three exponentials with time constants of 3952 ms, 0.485 
ms and 54 J..LS; the areas are 0.263, 0.008, and 0.729, respectively (when the asymptotic 
distribution is projected back to t = 0, as above). Apart from a slightly increased long time 
constant, this is almost identical with the true distribution. This is illustrated in Fig. 18, 
which shows the logarithmic plots of apparent shut times and true shut times. When the 
latter are scaled to consider only intervals greater than ~, they are almost identical. 

The reason for these two different types of behaviour is that the true shut time distribution 
has an important component, area 0.730, with a time constant of 53 J..Ls, which is almost the 
same length as the dead time; many of these will be missed, leading to concatenated open 
times. In contrast, the shortest open time constant is more than six times the dead time, so 
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Figure 18. Probability density of the logarithm of shut times for the model defined in the text. The solid 
line is the theoretical distribution of apparent shut times when the deadtime ~ = 50 J.l.s. The histogram shows 
the distribution of 10,240 shut times, which were simulated on the basis of this model after imposition of a 
50-J.l.s resolution. The dashed line showing the true distribution of shut times, scaled as described for Fig. 
17, is virtually indistinguishable from the distribution of apparent shut times when t > ~. 

few open times will be missed. Thus, the distribution of shut times is almost undistorted in 
the sense that fitting the observed values with exponentials will give something close to the 
true time constants and areas (though the overall average of the observed values would be 
considerably increased, from 993 ms to 1855 ms, because of missing short shut times). 

12.4. Joint Distributions of Adjacent Intervals 

Magleby and co-workers (Blatz and Magleby, 1989; Weiss and Magleby, 1989; McManus 
and Magleby, 1989; Magleby and Weiss, 1990a,b) have used extensive simulation to show 
that the joint distribution of adjacent apparent open times and shut times can be very useful 
in distinguishing between different mechanisms that have very similar overall distributions 
of these variables when considered separately. They also use them for parameter estimation. 
The extra information concerning the relationship between the durations of neighbouring 
intervals is very valuable (see Sections 10 and II). 

The methods of Hawkes et al. (1992) described above can also be used to obtain the 
theoretical joint distributions of the adjacent apparent open and closed intervals, allowing 
for time interval omission. The appropriate formulas are outlined in Section 13.7; more 
detailed formulas and software to calculate and display these distributions are given by 
Srodzinski (1994). 
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Figure 19A shows the distribution of apparent open times that are adjacent to short 
shut times (i.e., those less than 150 jJ.s) for our simulation example. Note again the good 
correspondence between theory and simulation. Compared with the overall distribution of 
apparent open times there are relatively few short open times. Figure 19B shows equivalent 
results for apparent open intervals adjacent to long apparent shut times (greater than 10 ms). 
This time we see an excess of short open times. The complementary features of these two 
graphs are a representation of a negative correlation between adjacent apparent open times 
and apparent shut times. This is illustrated another way in Fig. 19C, which shows how the 
mean apparent open time, calculated from the above theory, decreases for intervals adjacent 
to larger apparent shut times. This graph shows a continuous but very nonlinear decline. In 
practice, shut-time ranges must be used, as in the experimental example in Fig. 12, so the 
graph is not continuous. The model and parameter values used for Figs. 17 to 19 are based 
on observations for the frog muscle nicotinic receptor; the form of the decline for the NMDA 
receptor, illustrated in Fig. 12, is more linear than that plotted in Fig. 19C. 

It is worth noting that time interval omission can induce a correlation not present in 
the true record. For example, model I of Blatz and Magleby (1989) has two open states 
whose mean lifetimes are almost the same; the discussion in Section 10.1 implies that there 
should be little correlation between adjacent true intervals (none at all if the means are 
identical). Nevertheless, there is quite strong negative correlation between observed open 
times and adjacent observed shut times. The reason for this can be explained with respect 
to a modified version of our simulation model, which then becomes a simpler version of 
Blatz and Magleby's model. Modify our model so that direct interchange between the two 
open states is impossible, and make al = a2, so the mean lifetimes of the two open states 
are the same. Now open state 2 is next to shut state 3, which has a mean life of 53 jJ.S (just 
larger than the dead time of 50 jJ.s) with a high probability of returning to state 2, so that 
successive open sojourns in state 2 are likely to be concatenated with short sojourns in state 
3 to form long apparent open times, which are likely to be adjacent to short apparent shut 
times. State 1, however, is next to state 4, which not only has a mean life of 455 jJ.S but is 
highly likely to result in a subsequent visit to the very long-lived shut state 5. Thus, open 
sojourns in state 1 are likely to be isolated and therefore constitute relatively short apparent 
open times adjacent to quite long apparent shut times. A negative correlation therefore appears 
between the adjacent apparent times, although there is none between true adjacent times. 

12.5. Maximum-Likelihood Fitting 

The ability to calculate the theoretical distributions of things that are actually observed 
(rather than of what would be observed if the resolution was perfect) opens the way to fitting 
a specified mechanism directly to the data. Previously, one could only fit empirical mixtures 
of exponentials separately to open times, shut times, bursts lengths, etc., but to interpret 
these results in terms of a mechanism and to estimate from them the values of the underlying 
mass-action rate constants are feasible only approximately and in simple cases. In any case, 
such methods are very ad hoc and almost certainly inefficient. It is, for example, far from 
obvious how to combine the (often overlapping) information from fitting various different 
sorts of distribution. For example, the distributions of burst length and of total open time 
per burst contain different but overlapping information about the burst structure in the data. 

However, by using the above distributions for apparent open and shut times, i.e., the 
distributions of what is actually observed, it is possible to calculate the likelihood for an 
entire single-channel record, represented as an alternating sequence of open and shut times. 



462 

A 

B 
u 
iii 
u .. ... 
0 
0 .. .. .. 
CI 

6-
~ 

~ u 
r:: 
" :I .,. .. 
t: 

100 

64 

36 

16 

David Colquhoun and Alan G. Hawkes 

4 

fO~1--~~~~~~~~~~~~~~~~~~~100 

App open time (preceded by spec gap) scale) 

- ... ". 

100 

App open time (preceded by spec gap) (10& scale) 

c 4.2,...---------------------, .. e 
::3 ... 
:s .c 

4 

(13 3.8 
:0-
CI 

.. 3.6 
e 

::3 
r:: 3.4 

" ~ 0 

r:: 
CI .. 
::I 

10000 
~.ceDt shut U%ne (101 scale) 

Figure 19. A shows the theoretical distribution (solid line) of apparent open times that are adjacent to short 
apparent shut times (less than 150 II-s). The histogram shows the distribution of simulated (see text) values 
of the same quantity. The dashed line corresponds to the overall theoretical distribution of apparent open 
times, given in Fig. 17. B shows similar results for openings adjacent to long apparent shut times (greater 
than \0 ms). C shows the plot of the theoretical mean of apparent open times that are adjacent to apparent 
shut times of a given duration, against the logarithm of the shut time. 
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This calculation takes the form of an enormous number of matrix multiplications, the calcula
tion for the first opening provides the appropriate initial condition for the calculation for the 
subsequent shut time, which in turn provides an appropriate initial condition for the next 
opening, and so on up to the end of the data (see Section 13.7). Thus, the order in which 
openings and shuttings occur, and so information about correlations between the durations 
of neighbouring intervals, is taken into account correctly; in contrast, the separate distributions 
of apparent open and shut times, described above, lose this information. The calculations 
are done in a manner similar to that used by Ball and Sansom (1989), following earlier work 
by Horn and Lange (1983), assuming ideal data (~ = 0). 

With this approach, the parameters to be fitted are the actual mass-action rate constants 
in the reaction mechanism (not empirical time constants and areas). The values of these 
parameters are adjusted by a suitable search routine so as to maximize the likelihood for the 
entire record. We have found this to be quite feasible on a fast PC for a record consisting 
of several thousand intervals. Furthermore, it is possible to fit simultaneously data from several 
different sorts of measurement, for example, recordings made with different concentrations of 
agonist. 

Thus, we do not have to fit separately all of the sorts of distribution mentioned above. 
However, it will be useful for model validation to compare observed histograms with theoreti
cal distributions calculated from the model, especially the joint distributions of adjacent open 
and shut times, using values of the parameters fitted by the maximum-likelihood method. 

The likelihood itself can be used to judge the relative merits of alternative postulated 
mechanisms. If each of the proposed mechanisms is fitted to the same data, the relative 
plausibility of each mechanism can be assessed from how large its maximised likelihood is; 
this was done, for example, by Horn and Vandenberg (1984) (without missed-event correc
tion). 

On the basis of the data from our simulation example above, the free parameters were 
adjusted (by a simplex method) to maximise the likelihood of the sequence. A comparison 
of the true and estimated parameter values is given in Table I. These agree very well, but 
in some cases, especially with less data, one would expect that some parameters in a 
mechanism would be estimated quite well and others poorly. This feature depends on the 
nature of the mechanism (e.g., rates leading from a state that is rarely visited will be poorly 
estimated) and is found in other methods of estimation (see Fredkin and Rice, 1991). 

Table I. Comparison of True and Estimated Parameters from a Simulation of Mechanism 110 

Parameter True value Estimated value" Units 

III 3000 2848 S-I 

Ilz 500 521.4 S-I 

13, 15 15.74 S-I 

13z 15,000 15,592 S-I 

2k+1 1 X 108 9.529 X J01 M-Is- I 

k+z 5 X 108 5.103 X 108 M-'s-' 

ktz 5 X 108 5.103 X 108 M-Is- I 

L, 2000 1960 s-' 

2Lz 4000 3919 S-I 

2k":z 0.666667 0.7243 S-I 

"Note that parameter estimates have been constrained so that L, = L2 and k+2 = kt2 and microscopic reversibility 
is preserved. 
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13. A More General Approach to the Analysis of Single-Channel 
Behaviour 

It would involve a great deal of work if the sort of analysis given for the channel-block 
mechanism (Section 4) had to be repeated for every type of mechanism that one wished to 
consider. Furthermore, it is found that the approach given above is not sufficiently general 
to allow analysis of some mechanisms that are of direct experimental interest. In particular, 
mechanisms with more than one open state and/or cyclic reactions cannot be analyzed by 
the relatively simple methods used so far. Consider, for example, the mechanism in equation 
llO, which has two open states (labelled 1 and 2) and three shut states. 

We shall assume that the conductance of the two open states is the same, so, during a 
single opening, there may be any number of oscillations between them: AR * ~ AzR *. 
Similarly a gap within a burst may involve any number of oscillations between AR ~ AzR. 
The analysis is further complicated by the fact that there are two different ways in which 
the opening may start (via AR ~ AR* or AzR ~ AzR*) and, correspondingly, two routes 
by which the opening may end. Clearly, the probability that an opening starts by one of 
these routes rather than the other will depend on how the previous opening ended. One 
would expect, for example, that the first opening in a burst is more likely to start via AR 
~ AR* than subsequent openings because the start of a burst must involve passage through 
AR, whereas a gap within a burst may be spent entirely in AzR. 

In Section 4.6, the distribution of the number of openings per burst was found by simple 
multiplication of probabilities for the routes through the burst. In the present example there 
are many different possible routes through a burst, and the only way in which it is practicable 
to find the appropriate combination of probabilities is to describe them by matrix multiplica
tion. It turns out that matrix notation is very convenient for this sort of problem. By its use 
one can write down just a few equations for equilibrium single-channel behaviour (Colquhoun 
and Hawkes, 1982). This enables a single computer program to be written that will evaluate 
numerically the predicted behaviour of any mechanism, given only the transition rates between 
the various states. Chapter 20 (this volume) contains details of various matrix results and 
methods of computation; we suggest that it be read in conjunction with this section. 

13.1. Specification of Transition Rates 

The transition rates are most conveniently specified in a table or matrix (denoted Q), 
with the entry in the ith row and jth column (denoted %) representing the transition rate 
from state i to state j (as already defined in equation 7). This fills the whole table except 
for the diagonal elements (i = j). These, it turns out, are most conveniently filled with a 
number such that the sum of the entries in each row is zero. Thus, from rule 24, -lIqjj is 
the mean lifetime of a sojourn in the ith state, as is clear from the following examples. For 
the simple channel-block mechanism (equation 29) with k = 3 states, we have 

( 126) 

Similarly, for the more complex agonist mechanism in scheme 110, with k = 5 states, 
we have 
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2 3 4 5 

-(0:1 + kt2XA) kt2XA 0 0:1 0 

2 2k'!2 -(0:2 + 2k'!2) 0:2 0 0 
Q= 

3 0 132 -(132 + 2L2) 2L2 0 

4 131 0 k+2XA -(131 + k+2XA + L I) LI 

5 0 0 0 2k+ I XA -2k+ I XA 

(127) 

where XA is the agonist concentration. This matrix, with some specific parameter values, was 
used for some numerical examples in Section 12 and in Chapter 20 (this volume). Notice 
that these two examples illustrate the convenient numbering convention for the states that 
underlies the notation introduced by Colquhoun and Hawkes (1982). The open states have 
the lowest numbers (1, ... , k,s!I), and shut states have the higher numbers. For the purpose 
of analysis of bursts, short-lived shut states are given lower numbers than long-lived shut 
states. This convention allows convenient partitioning of the Q matrix into subsections. This 
partitioning is shown explicitly in Section 2 of Chapter 20 (this volume), and is used 
throughout this section. 

13.2. Derivation of Probabilities 

The probabilities that are needed for noise and relaxation analysis, which were defined 
as Pij(t) in equation 8, can be considered as elements of a matrix, which we shall denote 
P(t). It can be found by solution of a differential equation: 

dP(t)ldt = P(t)Q (128) 

The solution is, quite generally, 

P(t) = eQ1 (129) 

This has a matrix in the exponent, but its evaluation requires only operations of matrix 
addition and multiplication, because the exponential is defined in terms of its series expansion: 

eQ1 = I + Qt + (Qt)2112! + ... (130) 

where I is a unit matrix (unit diagonals, zeroes elsewhere). In practice, this is not the most 
convenient way to evaluate the exponential term (see Chapter 20, this volume); in fact, each 
element of P(t) (and hence the relaxation or the autocovariance function of noise) can be 
written in terms of the sum of k - 1 exponential terms of the form 

(131) 

In this expression Pj(oo) is the equilibrium probability that the system is in state j, which 
Pij(t) must approach after a long time (t ~ 00). The coefficients Wi can be determined from 
Q by the methods described in Chapter 20 (this volume; see Colquhoun and Hawkes, 1977, 
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1981, 1982, for details). The rate constants h. j , which were found by solution of a quadratic 
in equations 30 and 53, are found, in general, as the solution of a polynomial of degree 
k - 1 that can be derived from Q. They are known as the eigenvalues of Q (actually, the 
eigenvalues of -Q). One of the eigenvalues is zero, as Q is singular, leaving only k - 1 
further eigenvalues to find. Standard computer subroutines exist for finding them. These 
methods are discussed in Chapter 20 (this volume) together with the use of eQ1 in describing 
the relaxation of the macroscopic current toward equilibrium following a jump. General 
methods for the calculation of the equilibrium occupancies directly from the Q matrix are 
given in Section 3 of Chapter 20 (this volume). 

For the analysis of single channels, however, we usually need a different sort of probabil
ity, one that requires that we stay within a specific subset of states throughout the whole 
time from 0 to t. An example of such a probability was defined in equation 47 and explicitly 
derived in equations 48-54 when the distribution of the burst length for the channel block 
mechanism (equation 29) was considered. In that case, we specified in equation 47 that we 
stayed within the burst (i.e., in state 1 or 2) from 0 to t. It will be convenient to give a 
symbol <g, say, to this set of 'burst states' and to denote the number of such states as k'f, (k'f, 
= 2 in this case). Similarly, in the case of the more complex agonist mechanism of equation 
110, <g would consist of states 1, 2, 3, and 4, and k'f, = 4. Probabilities such as that in 
equation 47 will be denoted, by analogy with equation 8, as P:j(t), in which the subscripts 
i and j can stand for any of the ~ states. In the case of burst length, we can appropriately 
denote the (k'f, X k'f,) matrix of such quantities as P'f,'f,(t), and it is given quite generally by 

P'f,'f,(t) = ecn'f,l (132) 

where Q'f,'f, is the submatrix of Q relevant to the burst states. In the case of the simple 
channel-block mechanism, for example, this is the top left-hand comer of expression 126: 

(133) 

Notice that equation 132 is analogous to 129, although it is rather simpler because it 
involves a smaller matrix. The upper left-hand element of P'f,'f,(t) is Pi I (t), which has already 
been derived in equation 52. In general, the elements of p'&'f,(t) can be expressed as the sum 
of k'f, exponential terms; the rate constants for these terms (e.g., those given in equation 53 
for simple channel block) are given by the eigenvalues of -Q'f,'f, (which are k'f, in number, 
not k'f, - 1, because Q'f,'f" unlike Q, is not singular). 

13.3. The Open-Time and Shut-Time Distributions 

A similar procedure can be followed for any other specified subset of states. The result 
will always involve a sum of exponential terms, the number of terms being equal to the 
number of states. For example, let us denote the set of open states as s1; this would contain 
state 1 only for the simple mechanisms in equations I and 59, but it would contain states I 
and 2 for the more complex mechanism in equation 110. Again, we can define the subsection 
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of Q that concerns transitions within .il states; for the mechanism in equation 110, this 
consists of the top left-hand 2 X 2 section of matrix 127: 

(134) 

whereas for the channel-block mechanism 29, with only one open state, we have simply, 
from equation 126: 

(l35) 

In general, we can write (see Colquhoun and Hawkes 1977, 1981, 1982) the distribution 
of open times as 

(l36) 

with mean 

An alternative way to write the same thing is 

(l37) 

where ?:fo represents the set of shut states, and we define (as in equation 142 below) 

The result in equation l36 is an exact matrix analogue of the simple exponential distribution 
in equation 22 with -Q,s4,s4 replacing u. All that has been added are an initial vector <1>, 
which specifies the relative probabilities of an opening starting in each of the open states, 
and a final vector, U,s4, with k,s4 (the number of open states) unit elements. Despite the 
simple appearance of equation 136, it is perfectly general; it works for any mechanism, 
however complex. 

In general, different classes of open times will have different distributions, determined 
by supplying an appropriate initial vector <1>. For example, the distribution of all open times 
in a steady-state record is found by using <1>0, defined in Chapter 20 (this volume, equation 
42). The appropriate <1> for open times after a jump are considered below, and cases such as 
the first or last opening in a burst are given by Colquhoun and Hawkes (1982). In some 
cases, when considering certain specified open times in the middle of a burst, the vector U,s4 
must be replaced by another vector that describes the way in which a burst ends (see 
Colquhoun and Hawkes, 1982). 

If there is only one open state, both <1> and U,s4 are unity and so can be omitted, and in 
this case all classes of open times have the same distribution: for example, insertion of 
equation l35 into l36 gives the result, already derived (see Section 4.3), that the open time 
is described by a simple exponential distribution with mean lI(u + k+BXB)' 

More generally, equation 136 can be expressed without use of matrices as a sum of 
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exponential terms, the number of terms being equal to the number of open states and the 
rate constants being the eigenvalues of -Q.sa.sa, as described in Chapter 20 (this volume). 

The distribution of shut times is exactly equivalent to that for open times given above, 
but we use the matrix Q~~ instead of Q.sa.sa and replace U.sa by a vector U~ containing k~ unit 
elements, where '?J' denotes the set of all shut states (k~ in number). The initial (1 X k~) 

vector <I> now gives the probability that a shut period starts in each of the shut states (in the 
steady state this would be given by <l>s; see equation 50 of Chapter 20, this volume). Thus, 
the probability density is 

(138) 

with mean 

m = <1>( - Q~~ )u~ (139) 

This distribution can be expressed as a sum of exponential terms, the number of terms being 
equal to the number of shut states, and the rate constants being the eigenvalues of - Q~~, 

as described in Chapter 20 (this volume). 
We can now see, in matrix terms, why the distribution of all shut periods was so simple 

for the simple channel-block mechanism. The shut states are states 2 and 3 in this case, so Q~~ 
consists ofthe lower right-hand 2 X 2 section of equation 126. The lack of intercommunication 
between the shut states in this mechanism is reflected by the fact that this submatrix is 
diagonal (elements not on the diagonal are zero); consequently, the eigenvalues of -Q~~ 
are simply its diagonal elements, Ls and W. 

13.4. A General Approach to Bursts of Ion-Channel Openings 

The analysis of bursts of openings can be approached in a way that is valid for any 
mechanism of the sort discussed above. The analysis given by Colquhoun and Hawkes (1982) 
starts by dividing the k states of the system into three subsets defined as follows: (1) open 
states, denoted.9'l (k.sa in number), (2) short-lived shut states, denoted ~ (k'1fl, in number), and 
(3) long-lived shut states, denoted ~ (k'f, in number). The short-lived shut states (~) are 
defined such that any sojourn in this set of states is brief enough to be deemed a gap within 
a burst, whereas a sojourn in ~ would be deemed a gap between bursts. This is illustrated 
schematically in Fig. 20. The division into subsets is, of course, arbitrary; it is part of our 
hypothesis about how the observations should be interpreted. Furthermore, the division may 
depend on the conditions of the experiment (e.g., ligand concentrations) as well as on the 
mechanism itself. 

Take, as an example, the agonist mechanism in equation 110. The set of open states, 
.9'l, is made up of states 1 and 2. For most plausible values of the rate constants, the lifetimes 
of shut states 3 and 4 will be short, so they constitute set ~. At low agonist concentration 
(but not otherwise), the lifetimes of the vacant state, 5, will be long, so it is the sole member 
of set~. The transition rates for the mechanism, which are tabulated in matrix 127, can now 
be divided up according to this subdivision of states. For example, transition rates among 
open states are in the k.sa X k.sa matrix Qtll.sa that has already been defined in equation 134. 
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Figure 20. A more general definition of bursts of channel openings. The diagram shows two bursts, the first 
with r = 3 openings and the second with r = 2 openings. The two bursts shut by different routes, though 
this would not be visible on the experimental record; the second burst ends via a direct .stl -7 '£ transition, 
whereas the first gets to '£ via q}/,. The lower part of the diagram shows the current that would be observed 
(if all the open states in set .stl have the same conductance). At first, this diagram looks very like Fig. 7 
(except that direct 3 ;::: I transitions were not allowed in mechanism 59). In fact, it is much more general, 
because the three levels in the upper diagram no longer represent three discrete states in a particular specified 
mechanism; they now represent three sets of states (each of which may contain any number of discrete states) 
that can be defined for any mechanism that results in the occurrence of channel openings in bursts. At the 
top, the expression for the Laplace transform of the burst length distribution (equation 149) is reproduced, 
and arrows show the terms in the equation that correspond to the events depicted in the diagram. 

Similarly, the transition rates from stl states to '!A states are in the k:f1 X k'!Jl, matrix defined, 
from matrix 127, as 

(140) 

We can define a probability density that describes the probability of staying within a 
particular subset, say stl (the open states), throughout the time from 0 to t and then leaving 
stl for a shut state in '!A, say. For any state i that is open (in stl) and any state j in '!A, this 
density is defined as 

gij(t) = lim [Prob(stay within stl from 0 to t and leave stl for state j between 
,l'-tO 

t and t + 6.tl in state i at time O)/6.t] (141) 
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The kst X k'l/l, matrix of such quantities we denote Gst'l/l,(t}. It can be calculated simply as 

(142) 

The kst X kst matrix p.otst(t} = eQiiliilt analogous to equation 132, can be expressed as the 
sum of kst matrices multiplied by scalar exponential terms, as described in Chapter 20 
(this volume). 

13.4.1. The Number of Openings per Burst 

In Section 4.6, the distribution of the number of openings per burst was derived for a 
simple mechanism. For more complex mechanisms, quantities like the 7T12 used there are no 
longer convenient. We wish to know the probabilities for transitions from, for example, .<i1 
states to ~ states regardless of when this transition occurs. The simple quantity 7T12 is replaced 
by a matrix of transition probabilities, denoted simply Gst'l/l, (the argument, t, is omitted to 
indicate that this now contains simple probabilities that do not depend on time). Its elements 
give the probabilities that the system exits from .<i1 (after any number of transitions within 
.<i1 states) to a particular statej in ~, given that it started in state i in .<i1.1t can be calculated as 

(143) 

which can be found directly from the relevant subsections of Q defined above. Alternatively, 
we can take the Laplace transform of equation 142; the result for matrices is exactly analogous 
to that given for the simple exponential in equation 89: 

(144) 

The integration in equation 143 is equivalent to setting s = 0 in the Laplace transform, 
which gives the same result as in 143. Thus, we can also define Gst'l/l, as G~'l/I,(O}. Equivalent 
distributions involving transition from the ~ states to the .<i1 states are given by 

(145) 

and 

(146) 

With the help of expressions such as this, we can, for example, write quite generally, 
for any mechanism, the probability that a burst contains r openings as 

(147) 

with mean 

(148) 
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These are matrix analogues of the simple expressions given in equations 36 and 38, with 
the matrix G.sdOOGOO.sd describing the transitions from open to brief-shut and back to open, 
rather than 'TTIZ'TTZI. The only extra features that are needed (and only if there is more than 
one open state) are the initial vector <Pb, which is introduced to give the relative probabilities 
of a burst starting in each of the open states (see Section 6 of Chapter 20, this volume), and 
the usual vector of unit values, U.sd. 

As described in Chapter 20 (this volume), the distribution in equation 147 can be 
expressed, without use of matrices, as a mixture of geometric distributions (as in equation 
58 of Chapter 19) 

where the Pi values are given by the eigenvalues of G.sdOOGOO.sd, and ai is the area of the ith 
component. The number of proper (Pi 1= 0) geometric components is the rank of the matrix 
G.sdOOGOO.sd, which is at most (almost always equal to) the direct connectivity between .ii and 
~ (see Section 10) and therefore does not exceed the smaller of k.sd and koo• If the number 
of proper components is less than k.sd' there is also a component corresponding to zero 
eigenvalues, P = 0, which contributes to P(1) but not to any other P(r) (because or-I is zero 
for r > I, but 0° is taken as 1). This component is trivial in a mathematical sense, because 
it corresponds to the probability distribution of a random variable that can take only the 
value 1 but is of great practical interest because it corresponds to an excess of bursts that 
consist of a single opening. However, this component does not always exist even when 
G.sdOOGoo.ll does have zero eigenvalues, because the area ai attached to it may be zero. This 
typically happens when the connectivity between the set of open states, .ii, and the complete 
set of shut states, '?j, is the same as the direct connectivity between .ii and ~; this will be 
true, for example, if there is no direct connection between .ii and ~, only indirect links via 
~. Examples and further discussion of this complex point are to be found in Colquhoun and 
Hawkes (1987). 

13.4.2. Distribution of the Burst Length 

A burst starts in an open state (one of the .ii states) and then may oscillate any number 
of times (0, I, ... 00) to the short-lived shut states (~ states) and back to .ii. The probability 
(densities) for all possible numbers of oscillations must be added (hence the summation sign 
in equation 149 below). Such oscillations are illustrated in Fig. 20 for bursts with three and 
two openings. The burst ends at the end of the last opening, before the long-lived shut states 
(set ~) are reached. This may happen by direct transition from .ii to ~ (as in the second 
burst in Fig. 20), or it may occur via an intermediate sojourn in ~ (as in the first burst in 
Fig. 20). In the latter case, the final sojourn in ~ is invisible to the observer, so its duration 
must not be counted as part of the burst length. It is at this point that we see the great power 
of working with Laplace transforms. The burst length, t, consists of the sum of the lengths 
of many individual sojourns in different states; these may be of any length, but they add up 
to t. The problem is, therefore, a more complicated version of the convolution problem 
described in Section 9. As in Section 9, it can be solved most conveniently by mUltiplying 
the Laplace transforms of the individual distributions. Hence, we obtain a term 
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G~(l),l(s)G~.sa(s) to describe an oscillation from S'l to ~ and back. On the basis of this argument, 
we find the Laplace transform,1*(s), of the burst length distribution as 

'" 
/*(s) = <l>b L [G~(l),l(s)G~.sa(S)]'-i[G~(l),l(S)G(l),l,€ + G~,€(s)]u,€ (149) 

r=i 

The final term in this describes the end of the burst. The last periods in S'l count as part of 
the burst duration (as illustrated in Fig. 20); hence, the terms G~(l),l(s) and G~,€(s). The silent 
final sojourn in ~ (see first burst in Fig. 20) is dealt with very elegantly simply by setting 
s = 0, so the last term in equation 149 contains Goo'€> i.e., G~,€(O), rather than G~,€(s). This 
notation, introduced by Colquhoun and Hawkes (1982), removes the need for the clumsier 
deconvolution procedures used by Colquhoun and Hawkes (1981). 

The final part of the problem is to invert the Laplace transform in equation 149 to find 
the burst length distribution itself. This is a somewhat lengthy procedure (see Colquhoun 
and Hawkes, 1982), but the result is very simple. It is 

(150) 

where the (k.sa X 1) vector eb = (G.saooGoo,€ + G.sa'€)u,€ replaces the usual unit vector; it 
describes the paths by which the burst can end. The result in equation 150, although perfectly 
general, looks hardly any more complicated than the general open time distribution given 
in equation 136. The subscript S'lS'l means that the calculation is done using only the upper 
k.sa X k.sa section of e(h'l;1 (which is a kw, X kw, matrix). The form of this result is intuitively 
appealing: it describes a sojourn in the burst states (set )g) that starts and ends in an open 
state (set .st1.). It can be expressed in scalar form, as a mixture of kw, exponentials with rates 
that are the eigenvalues of -Qw,w" as described in Chapter 20 (Section 7, this volume). 

13.4.3. Distribution of the Total Open Time per Burst 

In Section 6.4 we discussed the fact that, under certain circumstances, if there is only 
one open state, then the total time for which a channel is open within a burst has an exponential 
distribution. Having got as far as writing equation 149 for the Laplace transform of the burst 
length distribution, it is very easy to obtain various related distributions, such as that for the 
total open time per burst. The various possible routes through the burst are described by 
equation 149, but now we are not interested in the time spent in the shut states, so we merely 
set s = 0 in all the G~.sa(s); i.e., we replace them with Goo.sa. Inversion of the result gives, 
again for any mechanism, a probability density with a form that is very similar to that for 
single open times in equation 136. It is given by 

(151) 

where <l>b is as above. In this result, Y>4.sa is a k.sa X k.sa matrix of transition rates between 
the set of .st1. states that takes into account the possibility of going from one to another via 
a sojourn in ~ but not how long it takes to make the sojourn (because any time spent in a 
gap does not contribute to the total open time); thus, 

(152) 
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It follows that this distribution is also a sum of k8J exponentials whose rate constants are the 
eigenvalues of - V 8J8J. In particular, it is a simple exponential distribution if there is only 
one open state. 

13.5. Some Conclusions from the General Treatment 

A number of general conclusions can be drawn for single-channel observations in the 
steady state from the analysis of Colquhoun and Hawkes (1982). For example, we can make 
the following statements: 

1. The analysis of single-channel observations depends on submatrices of Q that corre
spond to observable sets of states. Insofar as these are smaller than Q itself, the 
analysis will be simpler than that of noise and relaxation experiments. 

2. The number of exponential components in the distributions of various open lifetimes 
and of the total open time per burst should be equal to the number of open states. 
In practice, of course, some components may be too small to observe. In mechanisms 
with more than one open state, the distribution of open times will not generally be 
the same for all of the openings in a burst (and similarly for gaps within a burst). 
The distributions of durations of other intervals of interest also have distributions 
that are sums of exponentials. The numbers of components in these distributions are 
summarized in Table II. 

3. In general, if a distribution contains more than one exponential component, the time 
constants for these components cannot be interpreted simply as the mean lifetimes 
of particular species, and the areas under the individual components cannot be 
interpreted as the number of sojourns in a particular state. Nevertheless, in particular 
cases, such interpretations may be approximately valid. 

4. The distribution of the number of openings per burst should consist of a mixture of 
a number of geometric distributions; the number of components is determined by 
the direct connectivity of the open states, s4, and the short-lived shut states, ?A. In some 
circumstances there may be an additional component that modifies the probability of 
a burst consisting of a single open time. 

S. It is, for all practical purposes, not possible to analyze mechanisms such as equation 
110 without the help of matrix notation. Use of this notation allows a single computer 
program to be written that can calculate numerically the single-channel, noise, and 
relaxation behavior of any specified mechanism (see Chapter 20, this volume). 

Table II. Numbers of Exponential Components in Various 
Distributions 

Type of interval 

Open times 
Shut times 
Burst length 
Total open time per burst 
Total shut time per burst 
Gaps within bursts 
Gaps between bursts 

Number of components 

k;l/ 
k'if=koo+~ 
k'i, = k;l/ + koo 

k,'!1 
k,'A 
k9/l 

k§ + k~ 
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13.6. Distributions following a Jump 

Suppose there is a single jump of agonist concentration or voltage applied at time zero. 
Certain complications occur in the case where there is zero agonist concentration after the 
jump; there will be only a finite number of subsequent openings, and there may be none at 
all. We will not consider such cases here. 

The basic results already given for open- and shut-time distributions still hold after a 
jump; the only thing that is different is the initial vector (denoted <I> above) that describes 
the relative probabilities of starting in each of the open states or shut states. If, for example, 
the channel is shut at the moment the jump occurs, t = 0, then the distribution of the 
subsequent shut time (the first latency, see Section 11) is described by exactly the same 
expression as has already been given, but now <I> must give the relative probabilities that the 
channel is in each of the shut states at t = O. We denote the occupancies at time t as p(t) 
and partition this vector into the occupancies of open states P.;4(t) (a 1 X k.;4 vector) and the 
occupancies of shut states p~(t) (a 1 X k~ vector), as described in Chapter 20 (this volume). 
The relative probability of being in each shut state at t = 0 is therefore 

<1>(0) = p~(O)/p~(O)u~ 

where the denominator is merely the sum of the terms in the numerator, which is included 
to make the elements of <1>(0) add up to 1. Using <1>(0) in equation 138 immediately gives 
the distribution of first latencies. In order to use this result, we must be able to postulate 
appropriate values for p~(O). An example is given in Chapter 20 (this volume, Section 8). 
If the channel has come to equilibrium before t = 0, the equilibrium occupancies (under 
prejump conditions), calculated as in Chapter 20 (this volume, Section 3) can be used. If 
the channel is not at equilibrium at t = 0, e.g., because there was another jump just before 
t = 0, then the occupancies at t = 0 can be calculated as described in Chapter 20 (this 
volume Section 4). 

More generally, when we allow for the possibility that the channel may be open at t = 
0, we can calculate the first latency as follows. If the channel is open at time zero, the first 
latency is defined to be zero. Let jj(t) denote the probability density that the first latency 
has duration t and that when it ends, the channel enters open state j; let f(t) be the row vector 
with elements jj(t). Then 

(I53) 

where &(t) is the Dirac delta function. The first term represents the 'lump' of probability at 
t = 0 that results from channels that were open at t = O. The second term, which is of the 
form described above, gives the distributions of first latencies for channels that were shut 
at t = O. The overall density of the first latency, Is,(t) say, is obtained by summing over j, 
so it can be written as 

Ism = f(t)u.;4 (154) 

with mean 

(155) 
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After this first, rather special, shut time, all subsequent open and shut times have the 
standard distributions given by equations 136 to 139, provided we supply the appropriate 
initial probability vector, <p. The vector of entry probabilities, for the state in which the first 
open time begins, is 

The rth open time following the jump has a probability density given by the standard 
result, equation 136, but with initial vector, <Pon given by 

r?:.2 (157) 

and the mean for the rth open time is 

(158) 

Similarly, the rth shut time, for r ?:. 2, has probability density given by equation 138 
with the initial vector, <p, defined as 

r?:.2 (159) 

The mean for the rth shut time is 

(160) 

The results at the end of Section 11.2 can be obtained from these formulas. 
Equation 135 generalizes by use of the total probability theorem and the (strong) Markov 

property to 

Popen(t) = {IJj(u)p(open at tl in open state j at time u)du 

i.e., 

(161) 

where [eQ/l"q.sa stands for that part of the matrix eQ1 obtained by choosing only those rows 
and columns corresponding to open states. If there is only one open state, this is just the 
element Pll(t) discussed in Section 11.3. But when there is more than one open state, we 
see that equation 161 does not contain the first latency distribution [i.e., f(t)u.sa from 154] 
as such. We thus see that there is not a simple direct relationship between the macroscopic 
current and the first latency distribution; rather, both can be obtained from the vector f(t). 
The macroscopic time course, Popen(t), can be calculated as described in Chapter 20 (this 
volume), it will have the form of a sum of k - I exponentials with rate constants that are 
the eigenvalues of -Q. 
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The fact that equation 161 is in the fonn of a convolution implies that it can be expressed 
simply in tenns of Laplace transfonns as 

P~pen(s) = f*(s)[sI - Q];a1Usi (162) 

where, by taking the Laplace transfonn of equation 153, 

(163) 

13.7. Time Interval Omission and Maximum-Likelihood Fitting 

The general nature of the problem that arises was discussed in Section 12. Here we 
give a brief outline of the matrix approach for general Markov mechanisms as developed in 
Hawkes et al. (1990) and Jalali and Hawkes (1992a,b), assuming a constant dead time ~ for 
both open and closed intervals. This follows the basic method of Ball and Sansom (1988b) 
of defining e-open times and e-shut times, which begin and end at time ~ after the start of 
the observed open and shut times (see Fig. 21), and we say that an event of type j occurs 
at such a point if the channel is in state j at that instant. An alternative approach (Ball et 
aI., 1991, 1993b) that concentrates on the beginnings of the observed intervals is less 
mathematically elegant but more physically natural, more general, and likely to be a more 
fruitful approach to future problems; however, in this brief outline it is simpler to use the 
first approach. 

The key to the problem is a matrix function siR(t) whose ijth element (i, j being open 
states) is 

observed open interval 

r--

- '-- ..... 

e-open interval 

Figure 21. Illustration of the definition of an observed or apparent open interval that begins with an open 
time greater than ~. An e-open interval has the same duration but begins time ~ after the start of the observed 
open interval and ends at time ~ after the start of the following observed shut interval. The events of the 
semi-Markov process discussed in the text occur at these points. 
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:ARij(t) = P[X(t) = j and no shut time is detected over (D,t) IX(O) = i] 

where X(t) is the state of the channel at time t, and a detectable shut time is a sojourn in :!F 
of duration greater than ~. A similar function :9'R(t) is defined for shut times. Hawkes et al. 
(1990) showed how to compute :AR(t) by a method that is quite simple for small t but 
becomes more complicated and numerically unstable for large t. However, Jalali and Hawkes 
(1992a,b) showed that it could be extremely well approximated, for all except quite small 
values of t, by a sum of k:A exponentials: 

k.sil 

:AR(t) = ~ Mje- A1t 

j=i 

(164) 

where the Mi are k:A X k:A matrices, and - Ai are some kind of generalized eigenvalues. 
They recommend using this for t > 3~ and the exact result for t :5 3~. 

Now let eG:A~(t) denote a semi-Markov matrix whose ijth element (i in s!l and j in :!F) 
gives the probability density of an e-open interval being of length t and the probability that 
it ends in shut state j, given that it began in open state i. It is given by 

(165) 

because, for the e-open interval to end at time t, there must be a transition from s!l to :!F at 
time t - ~ (with no detectable sojourn in :!F up to then), followed by a sojourn of at least ~ 
in :!F. eG:A~(t) replaces the matrix function G:A~(t) that occurs in the ideal (~ = 0) theory. A 
similar function for shut times is 

(166) 

These functions enable us to obtain many results of interest in a form that superficially 
resembles those found in the ideal case. 

13.7.1. Distributions of Observed Open Times and Shut Times 

The probability density of observed open times is 

(167) 

which may be compared with the ideal form as given in equation 137. The probability density 
of observed shut times is given by the similar expression: 

(168) 

In these results <I>:A and <1>:9' are equilibrium probability vectors for the states occupied at the 
start of e-open intervals or e-shut intervals, respectively. Formulas for calculating them are 
given by Hawkes et al. (1990). 

The importance of result 164 is that, apart from very short times (t < 3~), the density, 
obtained by substituting equation 165 into expression 167, is very well approximated by a 
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mixture of ksl exponentials with rate constants x.! ; in other words, it behaves much like the 
true distribution of open times, having the same number of components but with modified 
time constants (see Section 12.3 for a numerical example). Similar results apply to equation 
168, resulting in a distribution approximated by a mixture of k;y; exponentials. 

13.7.2. Joint Distributions of Adjacent Observed Intervals 

The above results easily generalize: for example, the joint probability density of an 
observed shut time followed by an observed open time is given by 

(169) 

By further operations on this joint distribution, we can obtain various conditional distributions 
and conditional means, examples of which are given in Section 12.4. Details of these 
procedures are given in Srodzinski (1994). 

By interchanging .stl and :9f in the above formula we get the joint distribution of an 
observed open time followed by an observed shut time. For a reversible process, these two 
distributions are identical when dealing with true open and shut times. However, the method 
used for defining observed intervals is not symmetrical in time; consequently, we have found 
in numerical examples that these two distributions are not actually identical, though they are 
so close that the difference would not be detected in practice. 

13.7.3. Likelihood of a Complete Record 

The formula 169 is easily extended to an entire record. If, for example, we have a 
sequence of 2n intervals that starts with a shut time and ends with an open time, and if the 
ith pair of adjacent observed shut and open times are denoted by tsj' toj ' then the likelihood 
of the entire record is given by multiplying together all the appropriate matrices. Thus, the 
likelihood is given by 

In this expression, <I>;y; is the initial vector for the first shut time; <I>;y;eG;Y;sl(tsl) then 
provides the initial vector for the first open time, and so on to the end of the record. The 
sequence of the openings and shuttings, and all the information on correlations contained in 
it, is taken into account. The likelihood defined in equation 170 can then be maximized 
numerically, as described in Section 12.5, to estimate the model parameters. 

14. Concluding Remarks 

In the first edition of this book many of the basic ideas described in this chapter were 
already known. The major advances since then have been in (1) the understanding of the 
importance of information from correlations (Section 10), (2) the development of the theory 
for nonstationary processes (Section 11), and (3) the development of usable theories for 
treating the problem of missed events (Section 12), with the concomitant ability to do direct 
maximum-likelihood fits of a mechanism to observed values simultaneously for several 
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different sets and types of data (Section 13). On the other hand, some important problems, 
such as the frequent problems in estimating the number of channels in a patch, remain 
intractable, and there has been little work on the kinetics of mechanisms that involve subcon
ductance levels. 
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Chapter 19 

Fitting and Statistical Analysis of Single
Channel Records 

DAVID COLQUHOUN and F. J. SIGWORTH 

1. Introduction 

The aims of analysis of single-channel records can be considered in two categories. The first 
is to allow one to observe results at leisure in order to determine their qualitative features. 
It may, for example, be found that the single-channel currents were not all of the same 
amplitude or that they showed obvious grouping into bursts or that artifacts appeared on the 
record that might be misleading. These effects are often not easy to see on the oscilloscope 
screen as an experiment proceeds. It is best to have a computer program that allows one, 
after the experiment, to scroll flexibly through the recorded data and zoom in on portions 
of the record to observe details at high time resolution. 

The second aim is to perform quantitative analyses of measurable variables (e.g., the 
channel-open durations), in which these quantities are compared with theoretical distributions, 
and to try to infer a biological mechanism from the result. Although other measurable 
variables can be studied, in this chapter we consider only the analysis of channel current 
amplitudes and dwell times. The current through a single channel is assumed to consist of 
rectangular pulses having one or a few discrete current levels and infinitely short transition 
times. The analysis procedures we describe involve, first, the estimation of the amplitudes 
and times of transition in the measured currents and, second, the fitting of distributions to 
these estimates. 

It is undoubtedly true that one of the disadvantages of recording from single ion channels 
is the length of time that it takes to analyze the results. One reason for this is that the 
quantities we measure, for example, the length of time for which a channel stays open, are 
random variables (as discussed in Chapter 18, this volume). In the simplest case of a quantity 
that has a simple exponential distribution with mean lifetime T, the standard deviation of an 
observation should be simply T (see, for example, Colquhoun, 1971; Chapter 18, this volume). 
Therefore, the standard deviation of the mean on n observations should be T/ Fn. (The usage 
of the terms standard deviation and standard error is discussed in section 6.7.1.) In order to 
find the mean lifetime with an accuracy of 10%, it is necessary to measure 100 or so 
individual lifetimes. In practice, it is advisable to measure many more events than this. The 

Note to the reader: At the authors' request this chapter will use the abbreviations ms and ILs instead of msec 
and ILsec. 
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main reason additional measurements are needed is that one can never be sure in advance 
of the shape of the distribution. It is very common for the distribution of observations not 
to be described by a single exponential distribution but by a mixture of two or three or more 
exponential terms. Indeed, under some circumstances, the distribution need not be described 
by a mixture of exponentials at all; for example, this is, strictly speaking, the case when the 
resolution of the observations is limited (see Section 12 of Chapter 18, this volume, and 
Section 6.11 below). It will rarely be satisfactory to measure fewer than 200 openings, and 
a few thousand openings will suffice for quite complex distributions if the time constants 
are well separated. For the evaluation of complex models, data sets with millions of events 
have been acquired and analyzed (e.g., McManus and Magleby, 1988). 

2. Acquiring Data 

2.1. Pulsed and Continuous Recordings 

Some experiments rely on the application of a stimulus to open the channels. A pulse 
of applied neurotransmitter or a membrane depolarization is given, and the resulting channel 
currents are measured. In order to obtain a sufficiently large number of events, sometimes 
hundreds or thousands of pulsed stimuli are presented. Such experiments are best performed 
using a computer both to control the application of the stimulus and to acquire data directly 
during an interval (perhaps a few tens or hundreds of milliseconds) surrounding the time of 
each stimulus. The resulting recorded data then consist of "sweeps" having a precise timing 
relationship to the stimulus. 

In other experiments the activity of channels is observed under steady-state conditions, 
for example, in the presence of a constant concentration of an agonist or a constant membrane 
potential. To obtain the maximum information from the experiment the data are best recorded 
continuously, for example, with an FM tape recorder, on digital audio tape, or with the 
combination of a PCM adapter and a videotape recorder. The decreasing costs of computer 
mass storage media (optical disks, digital tape drives) are making it practical to digitize the 
data and store it directly in the computer. This makes sense, since for analysis the data must 
be transferred to the computer eventually. 

2.2. Filtering the Data 

The filtering of the current-monitor signal from a patch-clamp amplifier is both unavoid
able and necessary for practical data analysis. The design of the patch-clamp amplifier places 
a limit on its frequency response (typically up to 100 kHz or so), so that its output signal 
can be considered a filtered version of the "true" (infinite bandwidth) current signal. Some 
filtering is also a necessary part of the data-recording process. FM tape recorders use filters 
to remove the FM carrier frequencies from the output signal. For the analogue-to-digital 
converters of digital tape recorders and computer data-acquisition systems, the signal must 
be first be filtered to avoid aliasing; the DAT and PCM systems designed for audio recording 
typically incorporate sharp-rolloff elliptic filters for this purpose, which strongly attenuate 
frequency components above 20 kHz. Finally, some filtering is required anyway for data 
analysis in order to reduce the background noise sufficiently to allow single-channel events 
to be detected and characterized. 
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The question of the optimum degree of filtering is discussed below (Section 3.2). The 
events of interest are rectangular, so it is undesirable to use a filter with a very sharp rolloff, 
such as a Butterworth or elliptic filter, because this sort of filter distorts a step input to produce 
an overshoot and "ringing" appearance (although this sort of filter would be appropriate if 
the single-channel records are to be used for calculation of a noise spectrum). Most commonly, 
a Bessel filter (four poles or more) is used. On some commercial active filter instruments, 
this sort of filter characteristic is sometimes referred to as damped mode or low Q. The 
cutoff frequency labeled on the front panel of the active filter is sometimes the frequency 
at which the high- and low-frequency asymptotes of the log-attenuation versus log-frequency 
graph intersect. For a Bessel filter, however, the frequency at which the attenuation is -3 
dB is about half of that value. This gives rise to an ambiguity in the specification of filtering 
that is used. It is desirable that the criterion used always be stated, and it is preferable that 
the cutofffrequency,!c, always be specified as the -3 dB frequency, as we do in this chapter. 

A useful theoretical model for a general-purpose filter is the Gaussian filter, which has 
a frequency response function B(j) of the form 

(1) 

where the constant k is chosen to give 3 dB of attenuation at!c; i.e., IB(fc)12 = 112, yielding 
k = In(2)/2!c2• 

Some of the useful properties' of the Gaussian filter arise from the fact that the Fourier 
transform of a Gaussian function is itself a Gaussian function. The inverse transform of 
equation 1 gives the filter's impulse response, which can be written in the same form as a 
Gaussian probability distribution: 

(2) 

where the width of the impulse response is characterized by O'g' which is analogous to the 
standard deviation of a probability distribution. Its value is inversely proportional to!c 

(3) 

Of special interest for single-channel analysis is the property that the frequency response 
of two Gaussian filters in cascade is itself Gaussian, with the effective cutoff frequency Ie 
given by 

1 I 1 -=-+-
fd fi Pi (4) 

where 11 and h are the cutoff frequencies of the two filters. This property allows repeated 
filtering to be done on the signal with predictable results. Because Gaussian digital filters 
are simple to program (see Appendix 3), it is possible to refilter data even after it has been 
digitized and stored in the computer. 

The response characteristic of a Bessel filter is well approximated by the Gaussian 
response, and the two actually become identical as the number of poles in the Bessel filter 
becomes large. Equation 4 is therefore useful for estimating the final bandwidth of an entire 
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recording system. A typical system might consist of a patch clamp with roughly Bessel 
response, a DAT recorder with sharp-cutoff elliptic filters in the recording and playback 
paths, and a Bessel filter to reduce the bandwidth before digitization by the computer. The 
contribution from the patch clamp and Bessel filter can be combined as in equation 4. To a 
first approximation, the effect of a sharp-cutoff filter can be neglected, provided its cutoff 
frequency is at least twice the!c of the rest of the system. * Thus, for example, a system with 
a lO-kHz Bessel filter in the patch clamp cascaded with a 5-kHz Bessel filter yields an 
effective bandwidth of 4.47 kHz; in this situation the presence of a DAT recorder with its 
sharp-cutoff 20-kHz filter would have essentially no effect on the final response. 

For theoretical work, the Gaussian filter is convenient because its impulse response and 
step response are relatively simple functions of time; the results in Sections 3 and 4 of this 
chapter have been computed for a Gaussian response for this reason. Some properties of the 
Gaussian filter can be summarized as follows. 

2.2.1. Properties of the Gaussian Filter 

The frequency response function of the Gaussian filter is given by equation lor, numeri
cally, 

B(j) = exp[ -0.3466(f//,Y] (5) 

The impulse response function (equation 2) can be written in terms of the cutoff frequency 
!c as 

h(t) = 3.011!c exp[ -(5.336 !ct)2] (6) 

The step response is 

H(t) = ~ [ 1 + e1211; aJ] 
1 = 2 [1 + erf(5.336 !ct)] (7) 

In modeling the response to single-channel current pulses, it is useful to know the peak 
output of the filter in response to a rectangular pulse of length wand unit amplitude, which is 

Ymax = e123~aJ = erf(2.668fcw) (8) 

*For Gaussian filters, each tenn in equation 4 is proportional to the second moment of the impulse response. 
Thus, the equation follows from the fact that when two functions are convolved, their second moments add. 
For sharp-cutoff filters, the second moment is approximately zero; indeed, for Butterworth filters, it is 
exactly zero. 
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The total noise variance of the output from the Gaussian filter when the input has a 
(one-sided) spectral density S(f) = So (1 + jljl + .flf22) is given by 

(J'~ = L'" I B(f)21 S(f)dj 

(9) 

where ao = 1.0645, al = 0.7214, and a2 = 0.7679. 

2.2.2. Risetime of the Filter 

A particularly useful descriptive parameter for a filter is the risetime, Tr • Roughly 
speaking, Tr is the time for the output of a filter to make a transition when a square step is 
applied to the input. It therefore corresponds to the minimum length of a pulse to which the 
filter gives a nearly full-amplitude response. One commonly used definition for the risetime 
is the time between the 10% and 90% amplitude points of the transition in the output of 
the filter, 

TIO- 90 = 2 312(J'gerr l(0.8) 

= 0.33961!c (10) 

The definition we use here sets Tr equal to the reciprocal of the slope at the midpoint of the 
response H(t) to a unit step input, 

which is given by 

Tr = [dH(t)]-1 
dt 1=0 

Tr = (21T)112(J' g 

= 0.33211!c 

(11) 

(12) 

For a Gaussian filter the two definitions of risetime give essentially identical values. Tr is 
inversely proportional to!c and a I-kHz Bessel or Gaussian filter has a risetime of about 
330 jJ.sec. It is often convenient to use Tr rather than!c to specify the amount of filtering 
(e.g., one can say that "openings longer than 2 Tr were fitted"). 

2.3. Digitizing the Data 

The data are always acquired, in the first place, in the form of a voltage (analog) signal; 
they are then converted to digital form for storage on digital tape (OAT or PCMlvideotape), 
or for computer analysis, by an analog-to-digital converter (AOC). The AOC necessarily 
samples the voltage at discrete times; if the sample rate is too low, information about rapid 
voltage changes is lost. This loss of information can be described as frequency aliasing, 
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in which high-frequency components of the original signal become converted to lower
frequency ones. 

A good criterion for the choice of the sampling frequency is to require that the digitized 
record, when interpolated by some convenient means, is indistinguishable from the original 
continuous record. Sampling at the Nyquist rate (Le., at twice the filter cutoff frequency) is 
a special case of this criterion, but for our purposes, the Nyquist criterion requires two 
unreasonable assumptions. First, it requires that the original signal contain no frequency 
components above a given frequency 10 to avoid aliasing. This is unreasonable because no 
practical filter can accomplish this entirely, and Bessel filters are particularly bad in this 
respect because of their gradual rolloff characteristic. Second, the samples (digitized at the 
Nyquist rate of 2/0) must be interpolated using a very slowly decaying function of the form 
sin(xt)/xt in order to reconstruct the original signal properly. This sort of interpolation requires 
much computation and is not suitable for short records. 

Interpolation is important when the original signal is sampled relatively sparsely; it 
allows one to reconstruct the record to any degree of smoothness for vieWing while using 
a minimum of computer storage for the digitized data. Proper interpolation also reduces 
errors in certain transition-fitting procedures (see Section 4.1.2). When a cubic spline function 
is used to interpolate the points, a practical minimum sampling rate for Bessel-filtered data 
is about five times the -3 dB frequency of the filter, in which case the peak error in the 
reconstruction is about 2% (Fig. 1). In the cubic spline, cubic polynomials form the interpola
tion between every two points, with the second derivative being continuous throughout. The 
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Figure 1. A single·channel current record sampled at various rates. Inward currents through ACh·receptor 
channels in a rat myoball were recorded cell·attached at 22°C with Vm = -45 mY and filtered at fe = 2 
kHz with a four-pole Bessel filter. A: Data points as sampled at 2, 4, 5, 8, and 20 times fe. B: Result of 
cubic spline interpolation of the sampled data. C: Error traces, computed as the difference between the 
interpolated traces and the original data sampled at 20 fe and scaled up by a factor of 4. The single-channel 
current was - 1.5 pA in this recording, and the rms background noise level IT n = 0.15 pA. 
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width of the interpolating function is quite narrow, so that "edge effects" (errors caused by 
the lack of surrounding data points) persist only about four points in from each edge of a 
record. A subroutine for spline interpolation is described in Appendix 3. Other interpolation 
techniques, including simple linear interpolation, can also be used but may require higher 
sample rates. If interpolation is not used, data sampled at the minimum rate appear sparse 
and are hard to evaluate by eye; higher rates, such as 10 to 20 times the filter's -3 dB 
frequency, are needed. 

In general, it is best to digitize the entire experimental record. This is a good because 
it allows all of the data to be inspected directly and because it allows all dwell times, including 
the longest ones, to be measured directly. Sampling at a rate of 40 kHz (appropriate for a 2 
to 4-kHz filter if interpolation is not used) generates 4.8 Mb of data per minute, assuming 
that data are stored as two-byte integers; thus, only a limited amount of data can be stored 
in computer memory. In order to digitize a long continuous record without gaps, the computer 
must have the ability to acquire samples into memory while simultaneously writing the data 
from memory to disk. This can be done by means of a separate memory buffer incorporated 
into the ADC system or by using direct memory access (DMA) transfer of data. For high 
sample rates (say 50 kHz or faster), attention must also be given to the speed at which data 
can be written to the storage device. 

An example of a high-speed continuous acquisition program is the VCatch program for 
Macintosh computers. It acquires digital samples at a 94-kHz rate directly from the playback 
of a videotape recording using the VR-lO PCM adapter (Instrutech Corp, Mineola NY) or 
at sample rates up to 200 kHz using the ITC-16 ADC interface (Instrutech). In each case, 
the interface hardware includes an internal sample buffer (16k or 32k words offrrst-inlfirst
out buffer) that is emptied at regular intervals into a 1 Mb circular buffer in the computer's 
memory by an asynchronous "timer task" running on the host computer. The main program 
displays the incoming data and writes blocks of data from this buffer to a large-capacity 
hard disk. A similar facility is provided by the CED 140 I-plus interface (Cambridge Electronic 
Design, Cambridge, U.K.) for IBM-compatible computers. It uses DMA to transfer ADC 
samples directly to a 64-kb circular buffer in the computer's memory, allowing analogue 
voltages to be digitized at rates up to 80 kHz while writing the data continuously to the hard 
disk. Some commercial interfaces allow continuous sampling and writing to disk only at 
lower rates than these, e.g., up to 30 kHz. For high-resolution data, this sampling rate may 
not be sufficient; however, if the original data recording is on PM tape, it is sometimes 
possible to slow down the tape speed while sampling the data to increase the effective 
sample rate. 

An alternative to digitizing the entire record is to have some sort of automatic detection 
of the points at which opening transitions occur, and to digitize only the sections that contain 
openings. In this approach it is necessary that the detection method keep a record of the 
time intervals between openings, so that the distribution of shut periods can be constructed. 
This approach is satisfactory only to the extent that the detection system is reliable and the 
detection parameters have been properly set up before the recording starts. However, the 
availability of high-capacity disk drives that can store an entire recording makes this approach 
less attractive than it was in the past. 

3. Finding Channel Events 

The analysis of single-channel records first involves estimating the time and the ampli
tude of each transition in the current record. The list of these values is described as an 
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idealized record that approximates the true channel activity and serves as the data set for 
statistical analysis of the kinetics. In practice, some of the original transitions are missed in 
the analysis process. To a certain extent, corrections can be made for missing events (see 
Section 12 of Chapter 18, this volume; Section 6.11 below), but it is important that the 
idealized record be as complete and unbiased as possible, especially when multi state kinetics 
are involved. 

Finding events and fitting the transitions are considered separately in this section and 
the next because the two operations are often carried out separately. For example, a simple 
transition finder can rapidly scan a digitized record for putative channel activity. Once each 
event is found, it can then be fitted to an idealized time course by a much more time
consuming fitting routine, which may even require the record to be filtered differently. On 
the other hand, event detection and characterization can be combined in the use of a simple 
threshold detector, which provides a simple but useful estimator of transition times for 
event characterization. 

3.1. Description of the Problem 

The basic problem in identifying channel activity in an experimental record is that short 
channel openings are indistinguishable from random noise fluctuations about the baseline; 
similarly, short gaps are indistinguishable from fluctuations away from the open-channel 
current level. This is because, as a result of filtering, narrow current pulses as well as random 
noise fluctuations take on roughly the same time course as the recording system's impulse 
response. Determining whether a particular blip is a channel opening can therefore be done 
only statistically. In order to estimate the reliability and the limits of detection, we consider 
a model situation and apply some classical results from communication theory to the problem. 

We assume that the channel activity to be detected consists of widely spaced rectangular 
current pulses of random duration but fixed amplitude Ao. The baseline level is zero. The 
background noise has a spectral density So(f) and is assumed to be Gaussian distributed and 
independent of the channel activity. (These last two conditions appear to hold in high-quality 
patch recordings.) The completely unfiltered current signal x(t) (if it could be observed) is 
represented as the sum of noiseless channel activity s(t) and a noise function n(t), as illustrated 
in Fig. 2. 

The detection strategy is the following: at each time point t we form a linear combination 
y(t) of signal values according to 

y(t) = [x, h(t - ,.)x(,.)d-r (13) 

where h is a normalized weighting function that determines, in effect, the amount of time 

Filter 
h (t ) 

Threshold 

r-------;-,--;---- detector 
y (t) • 

Figure 2. Model of single-channel event detection 



Practical Analysis of Records 491 

averaging that is done in forming y. The value of y is then compared with a threshold <1>; if 
y > <I> at some time t, channel activity is said to be detected at t. 

This detection scheme is general in the sense that it includes all possible linear signal
processing operations in the specification of the function h. It is also an optimum detection 
scheme in the sense that, for a signal consisting of pulses of defined shape and size, it can 
yield the lowest probability of error in detecting these pulses (VanTrees, 1968). We do not 
know, however, whether it is the optimum scheme for detecting pulses having random widths, 
as are actually encountered in single-channel records. 

The operation described by equation 13 is a filtering operation; in fact, the function 
y(t) is just what one obtains as the output from a filter with impulse response h(t). Thus, we 
can represent a linear detection scheme of this kind simply as a filter followed by a threshold 
detector, as shown in Fig. 2. The filter in this diagram actually represents the transfer function 
of the entire recording system, including the characteristics of the pipette, patch-clamp 
amplifier, analog filter, and any computations that are performed on the digital samples. One 
step in event detection is often performed by a computer program in which y is computed 
as a weighted sum over discrete sample values rather than as an integral. This is equivalent 
to operating on the signal by a digital filter, which in tum is equivalent to continuous-time 
filtering, by the sampling theorem. Regardless of how the filtering is performed, the problem 
of determining the best way to detect events is reduced to finding a suitable value for the 
threshold <I> and a suitable response characteristic for the filter. 

3.2. Choosing the Filter Characteristics 

3.2.1. Signal-to-Noise Ratio 

The filter's cutoff frequency Ie and the form of the filter's frequency response characteris
tic can be varied to optimize the probability of detection of channel events. One strategy for 
doing this is to maximize the signal-to-noise ratio (SNR) for the response to a pulse of a 
given width, w, in the presence of noise. If SNR is defined to be the ratio of the peak 
amplitude Ymax of the filtered pulse to the standard deviation of the filtered noise, it can be 
expressed in terms of the filter transfer function, B(j), and the noise spectrum, So(f), as 

SNR 
Ir~ B(f)X(f)~ 

(14) 

where X(f) is the complex Fourier transform of the original pulse shape. We will see that 
the choice of the best filter setting depends strongly on the form of So. The background noise 
in the patch clamp should theoretically show flat spectral density at low frequencies (below 
about 1 kHz) and rise asymptotically asp at high frequencies (see Chapter 4, this volume). 
In the frequency range between 1 kHz and 10 kHz, the spectral density typically is seen to 
rise roughly proportionally to f. 
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Two useful models for background noise are, therefore, the so-called "1 + 1" spectrum, 
having the form 

and "1 + 12" noise, 

In each case,fo is a characteristic "corner" frequency. In order to give numerical values for 
the results of calculations, we adopt a standard background noise spectrum of the 1 + I form 
with the (one-sided) spectral density So = 10-30 A2IHz and with/o = 1 kHz. This is a noise 
level that can be obtained with present-day amplifiers and pipette technology when some 
care is exercised. 

If we assume a tunable filter with a variable cutoff frequency,!c, of the form B(f) = 
Bo(fl!c), then we can calculate the dependence of O'n on!c by evaluating the denominator of 
equation 14. In the case that Sn(f) is proportional to I~ for some exponent a, O'n will be 
proportional to !c(a + 1)12. 

In the case of a Gaussian filter response, O'n can be computed directly from equation 
9. The dependence of O'n on/c for various spectral types (flat, 1 + f, and 1 + 12) is illustrated 
by the lower curves in Fig. 3. 

The numerator of equation 14 is the peak value Ymax of the filtered pulse. For a rectangular 
pulse of fixed width, Ymax is small and proportional to!c for low !c values (heavy filtering). 
For a pulse of amplitude Ao and width w, the size of the response is related to the filter risetime, 

W 
Yrnax .... Ao T. 

r 
w« Tr (15) 

As!c is increased, Tr decreases, and Ymax approaches the original pulse height when w ~ Tr. 
This last condition corresponds to filter bandwidths at which the rectangular shape of the 
original pulse can be resolved. The relation between Ymax and!c is shown by the upper curve 
in Fig. 3. 

The choice of the optimum Ic for the three spectral types is indicated by the dashed 
lines in Fig. 3. In the case of a flat spectrum, the largest SNR value is obtained for a relatively 
high value of!c because O'n grows only as!cI12, whereas Ymax rises more quickly at low!c 
values. For Sn(f) rising proportionally to f, the choice of!c is relatively uncritical, since 0' n 
and Ymax rise in parallel. Finally, for Sn(f) rising as /2,!c is best chosen to be small, since 
O'n is rising relatively steeply, as!c312• Figure 3 presents an extreme case in which the pulse 
width w was chosen to be small (10 IJ.s) compared with the time scale of the corner frequency 
10. As a result, the optimum!c values differ widely. For longer pulses, the spread in optimal 
Ic values would be less. 

3.2.2. Matched Filter 

The exact form of the filter response that maximizes the SNR for a given noise spectrum 
and pulse shape is the so-called matched filter, which has the transfer function (see, for 
example, Van Trees, 1968) 
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Figure 3. Effect of filter cutoff frequency fe on signal and noise amplitudes. The upper curve shows the 
peak amplitude Ymax of the response of a Gaussian filter to a IO-.... s pulse of unit amplitude. Below about 40 
kHz, the pulse is appreciably attenuated by the filter. The lower curves show the dependence of the nns 
noise amplitude <Tn on fe assuming flat, 1 + f, and I + .f spectral characteristics. (The noise corner frequency 
was fo = 1 kHz in each case, and So values were chosen arbitrarily.) The dashed lines indicate the points 
of widest separation between Ymax and <Tn, i.e., the highest signal-to-noise ratios. The fe values giving the 
best SNR were 36, 10, and 2 kHz for the three spectral types. In 1 + .f noise, the optimally fitted pulse 
would be attenuated to only 6% of its original amplitude. The absolute value of <Tn for the "standard" noise 
spectrum (So = 10-30 A21Hz) can be read directly from the 1 + f noise curve if the relative amplitude values 
are multiplied by 50 pA. 

X*(f) B(f) = c--
Sn(f) 

(16) 

where X* is the complex conjugate of X, and c is an arbitrary gain factor. [The transfer 
function can be multiplied by an arbitrary delay factor of the form exp( - j 21T fio), but we 
ignore this.] In the case of a flat noise spectrum, the matched filter's impulse response is a 
time-reversed copy of the matching signal-in our case, a pulse of width w; the filter is then 
just a running averager, averaging over a time w. If instead the noise spectrum is not flat, 
the matched filter has a different form. 

It should be noted that the matched filter does not necessarily preserve the shape of the 
original pulse, since it is optimized only for the peak of the response. In the flat-spectrum 
case, for example, the response to the matched rectangular pulse is a triangular pulse. 

3.2.3. Gaussian Filter 

Although matched digital filters are not difficult to program, analog matched filters are 
difficult to make. Besides, one would prefer to have a general-purpose filter with only one 
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adjustable parameter, say, the cutoff frequency, as opposed to one with the complicated 
adjustments implied by equation 16. As was mentioned in Section 2.2, the Gaussian filter 
has various appropriate properties for single-channel analysis. Surprisingly, this filter also 
gives SNR values nearly as large as those from a matched filter. Figures 4A and D compare 
SNR values for the matched filter and the Gaussian filter as a function of the pulse width 
w, assuming noise spectral densities of the 1 + f and 1 + P types, respectively. The SNR 
values for the Gaussian filter were never less than 0.84 times the matched-filter values and 
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Figure 4. Filtering for optimum signal-to-noise ratios in the presence of background noise with 1 + I and 
1 + f2 spectra. A and D: Ratio of peak signal, Ym.x> to rms noise. <Tn. for the matched filter (heavy curve) 
and the optimally tuned Gaussian filter (thin curve) as a function of the matched pulse width w. Band E: 
Gaussian filter cutoff frequency Ie yielding the SNR values plotted above. The choice of Ie is not extremely 
critical. as indicated by the thin curves. which denote the range of Ie curves giving at least 90% of the 
maximum SNR. C and F: The corresponding peak signal amplitudes after Gaussian filtering. The thin curves 
show the range of amplitudes resulting from the range of Ie values in B and E. The noise spectral densities 
were taken to be one-sided. Sn = So(l + 1110) and Sn = So[1 + (1110)2]. with So = 10-30 A2/Hz in each 
case. and the pulse amplitude Ao = I pA. The SNR. Ie. and Ymax values from these curves can be scaled for 
other values of So. 10' and Ao by forming the ratios S = SJIO-30 A2 S. I = loll kHz. and A = AJI pA. 
The resulting values SNR'. I~, and y~, are given by SNR' = [AI(Sj)II2]SNR(wj); I~ = Ifc(wj); and y:'ax = 
A Ymax(wj). 
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were usually much closer to these optimum values. It should be noted, however, that the 
good performance of the Gaussian filter probably results not so much from its characteristics 
as from the relatively noncritical nature of the exact filter. Even a simple two-pole low-pass 
filter can give 0.5 times the optimum SNR. 

To construct the curves in Fig. 4 for the Gaussian filter, !e was allowed to vary to 
maximize the SNR at each value of w; these optimum resulting!e values are plotted in parts 
Band D of the figure. As w decreases, the optimum!e increases. In the case of the steeper 
F spectral asymptote (part E of the figure), the optimum!c reaches a limiting value of about 
1.12 times the corner frequency of the noise spectrum. This behavior can be understood with 
reference to the 1 + F curve in Fig. 3: an increase in!c beyond the limiting value would 
cause the noise amplitude to grow more quickly than the filtered signal amplitude, even 
when the original signal is a very narrow pulse. 

3.3. Setting the Threshold 

Assuming that the filter characteristic has been chosen to be Gaussian, there remain the 
two parameters,!c and the threshold <1>, to be chosen to give the best performance of the 
event detector. Figure 4 shows how one picks!e to give the best detection of pulses of a 
given width. Generally, one does not want to specify a particular value of w, however, but 
instead wants to detect as many events as possible, including the briefest ones. In this 
situation, the choices of <I> and!c are strongly interdependent. It turns out that the simplest 
procedure, at least in the case of flat and 1 + ! noise spectra, is to first specify <I> and then 
choose!e· 

The threshold needs to be set high enough to avoid counting an excessive number of 
noise peaks as channel events but low enough to catch as many true events as possible. In 
background noise having no large periodic components (e.g., containing no contamination 
at the power-line frequency), the false events appear to be short events occurring at random 
intervals, roughly like a Poisson process. The average frequency of false events, X-r, depends 
strongly on the ratio of the threshold <I> to the background noise level IT n; it is also proportional 
to cutoff frequencY!e of the filter. The probability per unit time of crossing of a threshold 
by a Gaussian-distributed process is a standard result (see, e.g., Papoulis, 1965); X-r is half 
of this rate, 

(17) 

where the factor k depends on the filter response characteristic and the form of the spectrum 
according to 

2 1 roo P I B(f) 1 2Sn(f)d! 
k = - --::,-------

fl. roo I B(f) 12 Sn(f)d! 

(18) 

and is of the order of unity. Specifically, for a Gaussian filter, k = 0.849 when the noise 
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spectrum is flat, whereas k = 1.25 for Sn proportional to f2; practical recording situations 
correspond to intermediate values. 

The function in equation 17 is plotted in Fig. 5 assuming!c = 1 kHz. The false event 
rate is seen to be a very steep function of the ratio <I>/cr n decreasing from about 10 events/s 
at <I>/cr n = 3 to 0.004 events/s at <I>/cr n = 5. What constitutes an acceptable value of hf depends 
on the frequency of true events. For detecting relatively rare channel openings, hr should be 
at least one or two orders of magnitude smaller than the opening rate, which implies a <1>/ 
cr n ratio of perhaps 5 or more. On the other hand, in the case that a burst of channel openings 
has been found, the problem might then be to find all channel-closing events. Since the true 
events in this case would be much more frequent, hr could be larger, and <I>/cr n might be 
chosen to be 3, for example. It is a good idea to be conservative and choose a somewhat 
larger value for <I>/cr n than that given by equation 17 or Fig. 5 to allow for possible errors 
in the estimation of the baseline level or small changes in the noise level, which could have 
a large effect on the false-event rate. 

The threshold must also be chosen low enough that the desired events will be detected. 
One strategy for choosing <I> would be to optimize the detection of the shortest possible 
events. Let Wmin be the minimum detectable event width, and Ymax the peak amplitude of a 
filtered pulse of this width. If we set <I> = Ymax, approximately half of all such events will 
be detected, since noise fluctuations will cause some events to cross the threshold and others 

10 

,. 
• 
• -" '- 10- 1 

c • ,. 
• 
to 
!! 10-2 

" I&. 

10- 3 ~----~-----r-----f------t-----~~ 

o 2 3 4 5 
Relative Threshold tblo-. 

Figure 5. False-event rate, Ar. as a 
function of the threshold-to-nns-noise 
ratio. The curves were calculated 
according to equation 17 with Ie = I 
kHz for the case of I + P (upper curve) 
and flat spectral densities of back
ground noise. False-event rates corres
ponding to practical background noise 
spectra are expected to fall between the 

6 curves. Note that Af should be scaled 
proportionally to Ie for other Ie values. 



Practical Analysis of Records 497 

to remain below it. To determine the value of Wmin, we can use the signal-to-noise ratio 
curves of Fig. 4. The SNR in this case is just equal to the desired <I>/O"n ratio. Given this, 
the values for Wmin and/e can be read from the curves. Unfortunately, this procedure requires 
that parameters So and 10 of the noise spectrum be known in order to scale properly the 
results from Fig. 4. 

A simpler approach is suggested by the fact that for the 1 + I spectrum, Ymax varies 
only weakly with W (Fig. 4C), and for each w, a considerable range of Ymax values can result 
in nearly maximum SNR values. Thus, one could pick <I> equal to a reasonable Ymax value 
and then tune the filter while measuring 0"0 to give the desired <1>/0"0 ratio. What is a reasonable 
Ymax value? This issue is discussed in Appendix 1; in summary, a good choice of <I> is 0.7 
Ao in the case of small-amplitude events, which will require heavy filtering (!c :5 fa), or 0.5 
Ao for larger-amplitude events for which a wider filter bandwidth will be used. This choice 
of <I> = 0.5 Ao is of practical interest because it allows simple event characterization as well, 
as described in Section 4.1. 

3.4. Practical Event Detection 

3.4.1. Optimal Threshold Detection 

A general procedure for setting up the filter and threshold detector can now be summa
rized as follows: (1) given the channel amplitude Ao, pick a threshold level <1>, e.g., in the 
range 0.4 to 0.7 times Ao; (2) adjust the filter's comer frequency to bring the rms noise, O"n, 
to the desired fraction, e.g., one-fifth, of <I> (3) optionally, <I> can be readjusted slightly in 
view of the relationship between!c and the frequency of the comer of the noise spectrum. 

In typical patch recordings the background noise spectrum has, up to now, commonly 
been of the 1 + I form, for which the above strategies are appropriate. The final asymptote 
of the noise spectral density is, however, proportional to 12, and it is likely that as techniques 
improve and extraneous noise sources are eliminated, the background noise in practical 
recordings will more nearly approach this asymptote. Once the noise density is seen to rise 
more steeply than linearly with frequency, a different strategy for choosing the threshold 
and filter frequency should be used. Recall that in this case the SNR is not improved when 
!c increases beyond a critical value (Fig. 4E); therefore, it would be best in the case of large 
events to set the filter first to the critical frequency, about 1.2 times 10. Then, the threshold 
level can be chosen to be the proper multiple of 0"0 to achieve an acceptably low false
event rate. 

Some convenient means for measuring 0"0 is clearly required in order to set up the filter 
and threshold in the ways just described. A "true rms" voltmeter can be used to read 0"0 

directly, provided that sufficiently long event-free stretches are available for the measurement 
to be made. If the record is digitized, a segment can first be checked visually for the absence 
of obvious events. A calculation of the standard deviation of all the points in the segment 
then yields 0"0- A fairly long segment (or collection of segments) is needed for a precise 
estimate; 1000 points yields a standard deviation for 0" of roughly 5%, depending on the 
spectral type and the relative sampling rate. For example, if the sampling rate is higher than 5!c, 
more points will be required because of the increased correlation between adjacent samples. 

Throughout this section, we have assumed that the baseline level is zero. Since in 
experimental records the baseline current level is nonzero and typically shows a slow drift 
with time, any event-finding procedure needs to compensate for this. One strategy for 
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automatic compensation is to identify event-free segments of the record and to correct the 
baseline estimate continuously by a small amount proportional to the difference between the 
latest segment and the baseline estimate. The estimate is then subtracted to give a zero
baseline record for event detection. This procedure is similar in effect to a first-order high
pass filter and is suitable for records with small drifts and moderate levels of channel activity. 
Automatic routines can, however, be "confused" by records with high activity (i.e., with 
little time spent at the baseline level) and by sudden changes in the baseline level. The most 
reliable technique is probably to fit the baseline, for example, by using a computer display 
of the data with a superimposed movable baseline cursor. In the method described in Section 
4.2, the baseline position is constantly updated by means of a least-squares fit to any section 
of baseline that is on the screen. 

Finally, it should be emphasized that the conditions described in this section for optimum 
detection of channel events are not necessarily the best conditions for characterizing channel 
events. Specifically, the best signal-to-noise ratios for event detection are sometimes obtained 
with relatively heavy filtering that distorts the shape of brief events. This presents no problem 
when the goal is to detect short, widely spaced events. However, as is shown in the next 
section, less filtering is desirable when one wants to discriminate the occurrence of two 
closely spaced short events from a single longer event or if one wants to determine the 
amplitude and duration of an event simultaneously. 

3.4.2. Alternative Approaches to Event Detection 

Sometimes it is not essential to minimize the probability of false events. In the time
course-fitting technique one intentionally places the threshold close to the baseline. Whenever 
this threshold is crossed, the computer displays the event that has been detected. It is then 
left to the operator to decide whether to fit the event or not. If an event is obviously false, 
there is no point in fitting it, but the decision about whether to fit or not is not critical as 
long as the resolution that is eventually imposed on the data (see Section 5.2) is such as to 
produce an acceptable false-event rate. The advantage of this approach is that it ensures that 
all events that are longer than the subsequently-imposed resolution are fitted. 

A practical way to check the false-event rate, one that does not require careful measure
ment of O'm the baseline drift, etc., is simply to observe the frequency of detected events 
having the "wrong" polarity. If, for example, the true channel currents are positive going, 
any negative-going current pulses are most likely false events. 

4. Characterizing Single-Channel Events 

Since most single-channel current events appear to be rectangular steps of one or more 
amplitudes, the crucial step in analyzing a current record containing a single class of channel 
events is to determine the time of each current transition. These times can then be used for 
a kinetic analysis of the channel activity. The technical challenge is to characterize as many 
of the actual channel transitions as possible, including the briefest openings or gaps. In many 
cases the record can be modeled as a series of brief, widely spaced pulses having a width 
w that we wish to measure. Depending on the nature of the channel, these pulses could 
represent either openings or gaps. Special difficulties arise in the fitting process when the 
pulses are not widely spaced; the interpretation of histograms (see Section 6) is also compli-
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cated in this case when the channel openings and gaps are both brief and roughly equal 
in duration. 

It is the rule, rather than the exception, for records to contain more than one open
channel amplitude. This may result from the presence of more than one channel type in the 
patch and/or from the presence of one sort of channel that can open to more than one level. 
The question of how constant these levels are is discussed in Section 5.3.1, but regardless 
of this, the existence of multiple levels causes considerable problems, especially for the more 
automated methods of analysis. Sometimes amplitude estimates are just averaged together 
to give the "mean single-channel current" and although this is sometimes a reasonable 
procedure, it more usually is not. In practice, estimating the amplitude of long events is 
straightforward, but for short events, the estimation of the amplitude not only is unreliable 
but also increases the uncertainty in the transition time estimates. The usual practice, therefore, 
is to fit only the duration of brief events, with the amplitude constrained to some average value. 

The methods of channel characterization we consider here are simple ones in which an 
attempt is made to detect channel-opening and closing events with a minimum of ambiguity. 
We recommend these methods because the bias and statistical errors in the characterization 
are relatively well known and because the detection of each event can be readily verified 
by the user. More sophisticated transition-detection schemes have been applied to single
channel data, including the Hinckley detector and T-test methods (see Chapter 3, this volume); 
these methods are not much better at characterizing simple isolated channel events but show 
promise in allowing better characterization of rapid bursts of events and subconductance 
levels. Still other methods exist that do not rely on the detection of individual events at all 
but obtain indirect information about dwell times and amplitudes from the statistics of the 
entire record. Examples of these are power spectra and all-points histograms computed from 
single-channel records. These provide less information than a full evaluation of closed and 
open times but can be used to fit simple models and thus estimate dwell times and amplitudes 
of rapidly switching channels in cases where these parameters cannot otherwise be obtained 
(see Section 5.3.2; Chapter 3, this volume). A more general technique is the application of 
"hidden Markov model" signal-processing algorithms (Chung et aI., 1990), which allow a 
complete model of the channel activity to be evaluated from all of the information in the 
recording. This technique allows the extraction of useful kinetic information from records 
having a signal-to-noise ratio several times lower than that required for the simple methods 
discussed here. However, it has not yet been applied widely to real data, or tested directly 
against alternative methods of analysis; its usefulness as a routine method is, therefore, not 
yet known. 

4.1. Half-Amplitude Threshold Analysis 

4.1.1. The Technique 

The use of a simple threshold detector is the most widely used method of single-channel 
analysis and is readily applied to channels having only one nonzero conductance level. An 
estimate of the channel amplitude Ao is used to set a threshold level, assumed here to be 
Ao/2. Every crossing of the threshold is interpreted as an opening or closing of the channel, 
so that the time spent above the threshold, WI' is taken as an estimate of the channel-open 
time. As was pointed out by Sachs et al. (1982), choosing the threshold to be Ao/2 is 
convenient because WI is then an unbiased estimate of the true pulse width Wo for long pulses 
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of either polarity and can therefore be used to estimate both open and closed times. However, 
for short events with Wo of the order of the filter risetime Tn W t underestimates Wo (see Fig. 
6). Events shorter than a dead time of about TJ2 are missed altogether, because, after filtering 
they never reach the threshold. 

The exact value of the dead time Td of this detection technique can be either measured 
experimentally or calculated by finding the pulse width that gives a half-amplitude response 
from the recording system. If, for example, an analogue filter is used and has its bandwidth 
set far below that of the other parts of the recording system, it suffices to observe its output 
while variable-width pulses are applied to the input by a stimulator. In the case of a Gaussian 
filter, Td is found (see equation 8) according to 

1 
erf(T 12312a ) = -d g 2 (19) 

which yields Td = 0.538 Tr or, equivalently, Td = 0.179!fc. If, for example, a sample rate of 
1O!c is used (see Section 2.3), Td is 1.79 sample intervals. Alternatively, a dead time can be 
imposed retrospectively, as described in Section 5.2 (as long as all events longer than the 
chosen value have been measured). This method ensures a consistent dead time throughout. 

If not only the dead time but also the complete relationship between W t and Wo is known, 
then the distorting effect of the threshold-crossing analysis can be estimated. In terms of the 
filter step response H(t), which is assumed for simplicity to be symmetrical about t = 0, the 
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Figure 6. Relationship between true pulses with width Wo and the width W, at the 50% threshold for Gaussian
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relationship is given implicitly by 

(20) 

which must be evaluated numerically. Figure 6B shows this relationship for Gaussian-filtered 
pulses. A convenient approximation to the relationship, having relative errors less than 10-3, 
is given by the function 

Wo = g(wt) 

= Wt + al exp(-w/al - a2w; - a3Wr), (21) 

with al = 0.5382 T .. a2 = 0.837 Tr - 2, and a3 = 1.120 Tr - 3. These coefficients are alternatively 
given in terms of the filter cutoff frequency as al = 0.1787 !fe, a2 = 7.58/c2, and a3 = 30.58 
!o3. The function g can be used directly to convert the observed Wt values to effective Wo 
values. Alternatively, the function can be used to predict the probability density function 
(pdf) of threshold-crossing intervals, h( wt), from the pdf of true durations f( wo) according to 

(22) 

Thus, in the absence of effects from noise, the distortions of this simple analysis scheme 
can be compensated by the fitting of a modified distribution to the resulting duration estimates. 

4.1.2. Effect of Noise 

Noise can be thought of as an instantaneous variation of the threshold level. For relatively 
long events, the Gaussian-distributed threshold fluctuations cause an approximately Gaussian
distributed random error in the determination of each threshold-crossing time. The standard 
deviation in the apparent corrected width, w, is approximately 

(T = 21/2 (Tn T. 
W Ao r 

(23) 

If the duration, w, of short events is corrected, for example, according to equation 21, the 
error in these estimates for W near Td is 

(24) 

and is also approximately Gaussian distributed. 
The threshold-crossing technique automatically excludes events with (apparent) Wo 

values less than Td, but because of the effect of noise, some events with true Wo values less 
than Td will be counted, and some larger events will be missed. The general effect of noise 
is, therefore, a broadening and distortion of the distribution of apparent event durations as 
a result of randomness in the estimates of Woo This broadening is most serious when the 
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underlying distribution f(wo) is rapidly varying. Figure 7 compares theoretical distributions 
of Wo with distributions calculated on the basis of threshold-crossing analysis in the presence 
of a fairly high noise level (with <I>/crn = 4). When the time constant of the underlying Wo 
distribution is less than Tn an exponential fit to the observed, corrected distribution would 
yield a time constant that is too large (compare curves 1 and 3 in Fig. 7 A). A similar effect 
of noise is to be expected on duration estimates obtained by the time-course-fitting technique, 
as errors in the estimates cause a "smearing out" of rapidly varying portions of the distribution. 

For the best performance of the threshold-crossing analysis, it is generally best to 
decrease Tr as much as possible (that is, increase the filter cutoff !c) to reduce the number 
of missed events. The same consideration applies here as in Section 3.4 above, however, 
about choosing a sufficiently large <I>/crn ratio to give an acceptable false-event rate. When 
the threshold-analysis technique is implemented on a computer, an additional problem arises 
from the nature of digitized records. Because of the finite sample interval, it is possible for 
a set of digitized current values to lie below a certain threshold even when the original 
current trace crosses the threshold. This introduces an additional, biased error in the estimates 
of event durations. It is a good idea to use interpolation in order to minimize this effect, 
especially when the sample interval is relatively long. 

The performance of the threshold-analysis technique has been considered so far only 
in the case of widely spaced events. A problem with the technique is that it responds poorly 
to short events that come very closely spaced in time. For example, a brief pulse can be 
counted as a longer one when it occurs in the vicinity of a second pulse (Fig. 8). This effect 
becomes significant when both the pulse length and the gap between pulses are roughly Td 
or smaller. The systematic errors that are introduced by this failure have not been characterized, 
but they are probably not serious when either the mean open time or the mean gap time is 
at least several times Tr• 
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Figure 7. Distortion of pulse duration distributions by the threshold-crossing analysis in the presence of 
noise. The original distributions of durations ware shown by curve I in each part of the figure. The time 
constants of the distributions were Tr in A and 2Tr in B. The distribution of threshold-crossing times, w" is 
shown as curve 2 in each part, and the corrected distribution g(w,) is shown as curve 3. In the absence of 
noise, curve 3 would superimpose on the original distribution. A flat background noise spectrum with O"n = 
<1>/4 was assumed. 
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Figure 8. Threshold analysis of closely spaced events. 
Simulated rectangular events (top trace) were filtered 
with a I-kHz Gaussian filter (Tr = 330 jl.s) and displayed 
(middle trace) with twice the vertical scaling. The recon
struction obtained from the threshold-crossing analysis 
is shown in the lower trace. Events I and 2 had lengths 
of 0.5Tr and were just below threshold. Event 4 was even 
shorter (0.47Tr) but was detected because it followed 
event 3 (0.67Tr) by a shut interval of only 0.5Tr. Event 
5 had a length of 2.5Tr. 

4.1.3. Estimating the Amplitude 
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The threshold-crossing technique assumes that the event amplitude is known a priori, 
so that the threshold can be set correctly. In practice, this presents little problem in interactive 
(as opposed to entirely automatic) fitting programs, since the operator can usually find 
sufficiently "square" events to provide an initial estimate for the amplitude. An estimate of 
the amplitude of an individual event, provided it is long enough, can be made by averaging 
the amplitude of the trace between threshold crossings, excluding the points within a given 
distance (e.g., 0.7 T,) of the threshold-crossing points. Because of this exclusion, only events 
longer than about 2T, can be used for determining the amplitude. As will be shown below, 
the time-course-fitting technique can give amplitude estimates for events shorter than this, 
but only at the expense of increased error in the duration estimates. This method suffers 
from the problem that the amplitude estimates so found will be too low if the region of the 
trace that is averaged contains brief shuttings that have not been detected because they did 
not cross the threshold level. If such brief shuttings are at all common (which is often the 
case), then it is necessary to inspect each amplitude fit to make sure that such bias has 
not occurred. 

4.2. Direct Fitting of the Current Time Course 

4.2.1. The Technique 

A theoretical time course of the current can be computed on the basis of the step 
response of the recording system and fitted to the actual record. The step response can be 
measured by injecting a square-wave signal into the input of the patch-clamp amplifier, for 
example using a built-in integrator (see Chapter 4, this volume), or by coupling the triangle
wave output of a function generator into the headstage input through a small capacitance 
(e.g., by simply holding a wire near the headstage). A high-quality triangular wave is needed 
for this job. The resulting output signal, filtered and digitized in the same way as the data 
to be analyzed, is stored in a computer file for subsequent use. Usually, a suitable trigger 
pulse is also recorded, so that several sweeps can be averaged to obtain a smooth output 
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curve. Such a curve is illustrated in Fig. 9A; it is scaled so that it covers the range from 0 
to 1. 

Once the output of the apparatus to a step is known, it is easy to calculate the output 
expected for a series of steps such as a channel opening and shutting. The process is illustrated 
in Fig. 9 for single-channel openings of two different durations, to. The response to the 
opening transition is simply the step response function, which has already been stored. The 
response to the shutting transition is exactly the same but inverted and displaced to the right 
by to seconds. If these two curves are added, we obtain the expected output to a rectangular 
input, as illustrated for two examples in Figs. 9C and F. 

This calculated output can be used to fit actual data as follows. The data are displayed 
on the screen, on which is superimposed the calculated response (output) to a rectangular 
input, which has been scaled by multiplying it by the amplitude of the opening. The amplitude 
cannot be measured from the event itself if it is very brief, so the amplitude must then be 
taken as the mean amplitude of all previous openings that have been fitted or as the amplitude 
of the last opening fitted. The times of the two transitions are then adjusted until the calculated 
output superimposes, as well as possible, on the data, as illustrated in Fig. 12. The adjustment 
of the amplitudes and transition times can be done manually or by means of a least-squares 
fit, as described below. 
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Figure 9. Illustration of the method of calculation of the expected response of the system from the measured 
response to a step input. The left-hand column illustrates a short (45-jLs) pulse, and the right-hand column 
a longer (450-jLs) pulse. The dashed lines in A and D show (on different time scales) the experimentally 
measured response to a step input, shown schematically as a continuous line, for a system (patch clamp, 
tape recorder, and filter) for which the final filter (eight-pole Bessel) was set at 3 kHz (-3 dB). A: The 
response to a unit step at time zero is shown. B shows the same signal but shifted 45 jLS to the right and 
inverted. The sum of the continuous lines in A and B gives the 45 jLS unit pulse shown as a continuous line 
in C. The sum of the dashed lines in A and B is shown as a dashed line in C and is the predicted response 
of the apparatus to the 45-jLs pulse. It reaches about 41 % of the maximum amplitude, which is very close 
to the value of 39% expected for a Gaussian filter (see equation 8). D, E, and F show, except for the time 
scale, the same as A, B, and C but for a 450-jLs pulse, which achieves full amplitude. 
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4.2.2. Theory 

The formal justification of the procedure illustrated in Fig. 9 is as follows. The step 
input at t = 0 is denoted u(t), which is zero for t < 0 and unity for t > O. A rectangular 
pulse input extending from time 0 to time w is therefore 

s(t) = u(t) - u(t - w) (25) 

The output expected for this input can then be found (as long as the system behaves linearly) 
by convolving this input with the impulse response function of the system h(t); i.e., 

y(t) = L [u(t) - u(t - w)]h(t - T)dT (26) 

The system's response to a unit step input u(t) is defined to be the system step response 
H(t), which is the integral of h. Expressed in terms of H(t), equation 26 simplifies to 

y(t) = H(t) - H(t - w) (27) 

This is the calculation illustrated in Fig. 9. When the form of the input is inferred by 
superimposing this calculated response on the experimental data, we are performing a sort 
of graphic deconvolution. 

This process can be extended to any number of transitions. In Fig. 10, some of the 
outputs that can result from four transitions (two rectangular pulses) are illustrated. If the 
transitions are well separated, the output, of course, simply looks like two somewhat rounded 
rectangular pulses (Fig. lOA). If the middle two transitions are close together, we have an 
opening with an incompletely resolved short gap (Fig. lOB). If the first three transitions are 
close together, the response looks like a single opening with an erratic rising phase (Fig. 
1OC). And if all four transitions are close together, the response looks like a (rather noisy) 
opening of less than full amplitude (Fig. IOD). If the channel were initially open in Fig. 
lOD, the response might be mistaken for an incomplete shutting to a conductance sublevel. 

Before we go on to discuss the practical aspects of time course fitting, it is appropriate 
first to discuss the problems that may arise in attempting to fit both duration and ampli
tude simultaneously. 

4.2.3. Simultaneous Determination of Amplitude and Duration 

In theory, both the times and amplitudes of transitions in the theoretical trace could be 
varied to provide a best fit to the time course of the experimental record. The practical 
difficulty is that for pulse widths, w, shorter than the recording system risetime, Tr , the shape 
of the observed current pulse is relatively insensitive to w. In Fig. IIA, we compare the time 
courses of Gaussian-filtered pulses that have widths that differ by a factor of two but equal 
areas. Even in the absence of noise, the time courses are nearly indistinguishable for wIess 
than about Tr /2. 

To obtain a quantitative estimate of the errors to be expected in fitting the amplitude 
and duration simultaneously, the performance of a least-squares fitting routine for fitting the 
time course was evaluated. Figure lIB shows the behavior ofthe expected standard deviations, 
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Figure 10. Examples of the calculated output of the apparatus (lower traces) in response to two openings 
of an ion channel (upper traces). The step response function used to generate the response is that specified 
in Fig. 9. The curves are generated by a computer subroutine and were photographed on a monitor oscilloscope 
driven by the digital-te-analogue output of the compmer. Openings are shown as downward deflections. A: 
A fully resolved opening (435 I1s) and gap (972 fLS) followed by a partially resolved opening (67 fL S). B: 
Two long openings (485 and 937 I1s) separated by a partially resolved gap (45.5 I1s). C: A brief opening 
(60.7 I1s) and gap (53.1 I1s) followed by a long opening (1113 I1s); this gives the appearance of a single 
opening with an erratic opening transition. D: Two short openings (both 58.2 Jis) separated by a shon gap 
(48.1 .... s); this generates the appearance of a single opening thai is only 55% of the real amplitude but 
appears to have a more-or-Iess flat top, so it could easily be mistaken for a fully resolved subconductance level. 

crA and cr,,, for the estimates of the amplitude and width, respectively, that are found using 
a linearized fitting process. Because the errors are proportional to the background noi se 
standard deviation, cr" the values plotted in the figure are normalized with respect to cr,; 
i.e., they are crAicr, and crw Aoicr,T,. The behavior of the errors as a function of the original 
pulse width, IV, depends on the form of the background noise spectrum; the two extreme 
cases of a flat spectrum and an /' spectrum are shown. 

For long pulses, the error in the estimation of IV is constant and is approximately 1.8 
and 1.3 times T,cr ,iAo for the flat and r spectra, respectively. In a typical situation, Aoicr, 
= 10, which yields crw values in the range of 10-20% of T, . The fact that crw is constant at 
large IV can be understood from the way the duration of a long pulse is measured, as the 
interval between two transitions. If the transitions are far enough apart, the errors caused by 
noise in the detennination of the transition times will be uncorrelated and independent of 
the time between them. On the other hand, amplitude estimates become more precise for 
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Figure 11. Errors in simultaneous fitting of amplitude and duration. A: Gaussian-filtered pulses of the widths 
indicated are superimposed with pulses having half the width but twice the amplitude. As the widths become 
shorter, the time courses become indistinguishable. B: Standard deviations of the estimates of amplitude and 
duration of Gaussian-filtered pulses in the presence of noise having either a flat or I + P spectrum. Pulse 
durations are given in units of the filter risetime Tr • The expected errors EA and Ew are normalized to the 
background noise Un and other parameters according to EA = UA/Un and Ew = uwAo/unTr. The dotted curve 
gives Ew when the amplitude estimate is constrained to the correct value Ao. 
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longer pulses, with the error decreasing as w- 1I2 in the case of a flat background spectrum 
and large w. 

As the pulse width becomes comparable to Tr or shorter, the errors of estimates of both 
amplitude and width increase sharply, becoming double their asymptotic values at about 0.8 
Tr in the flat-spectrum case. This sharp rise does not occur if the amplitude is constrained 
and the duration alone is fitted, as illustrated by the dotted curves in Fig. lIB. This rise 
reflects the difficulty of simultaneous fitting. Because it occurs in the vicinity of Tr , it can 
be seen that a small Tn i.e., the largest possible filter bandwidth, is best for simultaneous 
fitting. Of course, in practice the filter bandwidth must be chosen low enough to avoid 
false events. 

If the duration alone is fitted, with the amplitude held fixed, the error in the duration 
estimate depends only weakly on wand, in fact, decreases slightly as w becomes small, as 
shown by the dotted curves in Fig. lIB. The absolute size of the error is much smaller, and 
the criterion for choosingJc to minimize the error (which is essentially proportional to Tran) 
is similar to that for event detection. 

In conclusion, it is possible to obtain some amplitude information from events shorter 
than the recording system risetime Tr • In practice, this information is difficult to obtain 
because it is based on fine details of the pulse shape, but it could conceivably be useful for 
statistically testing hypotheses such as the existence of multiple channel populations. Much 
more precise estimates for the duration of short channel events can be obtained by fixing 
the amplitude in the fitting process. For longer events with w 2: 2 Tr the concurrent estimation 
of the amplitude has only a small effect on the error of the duration estimates. Estimating 
the amplitude of these events would then be worthwhile provided that the size of the error 
in the amplitUde estimates (approximately equal in magnitude to an at w = 2 Tr) is acceptable. 

4.2.4. Time-Course Fitting in Practice 

Personal computers are now fast enough that it has become feasible to fit simultaneously 
both the duration and amplitude of single-channel openings. With the program SCAN, which 
is under development at University College London, the fit does not take any noticeable 
length of time for fitting up to four transitions and is still quite acceptable for fitting say ten 
or more transitions when run on an 80486 or Pentium processor machine. The data trace is 
scrolled across the screen until an event is detected, as described in Section 3.4.2. The trace 
is then expanded, contracted, or shifted as necessary to get a suitable section of data for 
fitting on the screen. The program then makes initial guesses for the positions of all the 
transitions and amplitudes, performs a least-squares fit on the basis of these guesses, and 
displays the fitted curve for acceptance, rejection, or modification by the operator. Three 
examples of fits done in this way are shown in Fig. 12. 

When the channel is shut at each end of the fitted region, as in Fig. 12A and B, fitting 
n transitions involves estimation of 2n + 1 parameters (the time at which each transition 
occurs, the amplitude following each transition, and the amplitude before the first transition). 
The fit of the amplitude after the last transition is taken as a new estimate of the current 
baseline position. The program "knows" that the channel is shut at this point, so the next 
transition must be an opening; the average of a section of trace before the next opening can 
therefore be taken as a temporary baseline estimate, even if drift has occurred, thereby 
allowing reasonable initial guesses to be made for the next fitting. In this way it is possible 
to keep track of the baseline level. Other options in the program allow fits to be done with 
only one open level for all openings or to be done by specifying the amplitudes in advance 
and fitting only the transition times (as was always done with earlier programs). 
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Figure 12. Three examples of fitting with the SCAN program. The record is from an NMDA-type glutamate 
receptor in a dentate gyrus granule cell (outside-out patch at -100m Y, glutamate 200 nM + glycine I fLM 
with 1 mM Ca and no added Mg, eight-pole Bessel filter at 2 kHz, -3 dB, risetime 166 fLS; methods as in 
Gibb and Colquhoun, 1991; data of A. J. Gibb). The dashed line shows the baseline (shut) level. The record 
was sampled at 50 kHz (though 20 kHz would have been sufficient and more usual). The transition times, 
and amplitudes (for events that were longer than two risetimes), were fitted simultaneously by least squares. 
Shut periods shorter than two risetimes had their amplitudes fixed to zero. Open periods shorter than two 
risetimes had their amplitude constrained to be the same as that of the closest opening that was longer than 
three risetimes. The fitted curve is the continuous line. A: Two contiguous fittings. The durations and 
amplitudes in this fit, starting from the first opening, are as follows: 0.707 ms, -4.48 pA; 0.491 ms, 0 pA; 
0.248 ms, -5.22 pA; 0.321 ms, 0 pA; 5.33 ms, -5.24 pA; 0.894 ms, -3.69 pA; 0.802 ms, 0 pA; 3.08 ms, 
-3.75 pA; 0.216 ms, 0 pA; 0.074 ms, -3.73 pA; 1.83 ms, 0 pA; 0.092 ms, -3.91 pA; 0.448 ms, 0 pA; 
1.02 ms, -3.91 pA; 1.07 ms, -3.52 pA; 0.131 ms, 0 pA; 3.17 ms, -3.74 pA; 0.156 ms, 0 pA; 0.756 ms, 
-4.04 pA; 0.511 ms, 0 pA; 1.39 ms, -3.80 pA; 0.865 ms, 0 pA; 2.47 ms, -3.75 pA; 1.92 ms, 0 pA; 1.59 
ms, -5.06 pA. Note that the transition from -3.91 pA to -3.52 pA (marked with arrow) is dubious, and 
this would probably be removed later, at the stage when the resolution is imposed on the data (see text, 
Section 5.2), when adjacent openings that differ in amplitude by less than some specified amount are 
concatenated into a single opening (with the average amplitude). Band C: Two more examples. In B there 
is a very small transition (from -4.98 to -4.90 pA) shortly after the first opening transition; this was 
triggered by the wobble in the data at this point but would certainly be removed before analysis (see A). 

The fitting of amplitudes in this way will be biased if the regions of trace that are fitted 
contain brief shuttings, as discussed a propos threshold-crossing analysis in Section 4.1.3. 
This problem can be minimized by allowing the program to fit very brief events, even though 
most of them will be rejected later, when a realistic resolution is imposed (see Section 5.2). 

It is, as discussed in Section 4.2.3, not feasible to fit both amplitude and duration to 
very short openings or shuttings. Shut periods shorter than a specified length (usually two 
risetimes) have their amplitudes fixed to zero. Open periods shorter than a specified length 
(also usually two risetimes) have their amplitude constrained to be the same as that of the 
closest opening that is longer than, say, three risetimes, if such an opening is present in the 
region of trace being fitted. Otherwise, the amplitude of short openings is fixed at the current 
mean full amplitude (or some other specified value). 

Once a satisfactory fit has been obtained, the data points in the fitted region can be 
entered into an all-points histogram. Also, those data points that are in regions where the 
fitted curve is flat can be entered separately into shut-point and open-point histograms, which 
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exclude points that are in the region of transition from one level to another (see Section 
5.3.2). This procedure means that these three sorts of histogram can be viewed at any time 
during the fitting process. 

4.2.5. Advantages and Disadvantages of Time-Course Fitting 

There are two major advantages in using the time-course-fitting method. The first is that 
it is the only well-tested method for dealing with records that contain multiple conductances or 
subconductance states. The second is that the resolution of measurements can be somewhat 
greater than can be obtained with the threshold-crossing method. 

It is quite likely that, during time-course fitting, some of the events fitted will not be 
real openings or shuttings of the ion channel but merely random noise or small artifacts. 
This is not really a disadvantage of the method (except insofar as it takes time), because 
such events should be eliminated at a later stage, when a realistic resolution is imposed on 
the idealized record (Section 5.2). In fact, it is actually an advantage, because it minimizes 
the bias in amplitude estimates that result from the presence of brief events that may be 
detectable but would not normally be fitted. 

There will, from time to time, be events on the screen that are ambiguous. It may be 
impossible to tell whether an event is a genuine channel opening at all, or whether it is some 
form of interference. And even if the event is "obviously" an opening, it may be impossible 
to be sure whether it is an opening to a subconductance level or whether it is two or more 
brief full openings separated by short gap(s) (as illustrated in Figs. 8 and 10). Such events 
will necessitate a subjective decision by the operator about the most likely interpretation of 
the data. Magleby (1992) has criticized the method because of the "operator bias" that is 
introduced into the analysis in this way. However, exactly the same sort of operator bias 
will occur in any form of threshold-crossing analysis in which the operator inspects and 
approves or disapproves what the program has done. As mentioned above, it is highly 
desirable that the operator should know what the program has done. It is equally very 
desirable that the operator should be aware that the data contain ambiguous events, even if 
he/she is not sure what to do with them. The only case in which the argument about operator 
bias seems to be valid is when data are analyzed automatically by the "total simulation" 
method proposed by Magleby and Weiss (1990). In this case, it is necessary that a completely 
automatic method of analysis be used because of the immense amount of computation that 
is involved, and it is necessary that the simulated and experimental records be analyzed by 
identical methods (including the ambiguous bits). In all other cases, there is little to be gained 
by sweeping the ambiguities under the carpet. 

The question of ambiguous events has been discussed at some length. However, it is 
probably true, at least for channels that have a reasonably good signal-to-noise ratio, that 
such events are sufficiently rare that the conclusions from the analysis are unlikely to be 
much altered by the subjective decisions that must occasionally be made. 

4.3. Event Characterization Using a Computer 

4.3.1. Data Display 

The single most important feature of a computer system for analyzing single-channel 
data is a responsive and flexible means of displaying the digitized data. Before and during 
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the quantitative event characterization, it is essential that the user be able to examine the 
recording, millisecond by millisecond if necessary, to be able to judge the quality of the 
data. Visual inspection can show features that could be missed or misinterpreted by automatic 
analysis programs, such as the presence of artifacts or superimposed channel events, system
atic changes or "rundown" of the channel activity, and subconductance levels. 

An example of a suitable display for long, continuous data recordings is that of the 
DataSelector program shown in Fig. 13. Here the data are shown at three different time 
resolutions, providing an overview of the entire multimegabyte file (top trace) while also 
allowing inspection of a selected region at high resolution. One important feature of the 
program is the ability of the user to select the position and degree of magnification of the 
data in each trace. As the box in a trace is dragged or resized using the computer's mouse, 
the trace below it is redrawn to correspond to the region enclosed by the box. Another 
important feature of the program is the rapid, flicker-free redrawing of the traces as they are 
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Figure 13. Perusal of a recording using the DATA SELECTOR program. Data are shown from a 4-min recording 
of potassium-channel currents that includes a slow baseline drift and several spikes from electrical interference. 
The top trace shows an overview of the entire recording; the region indicated by the box, about 10 s in 
duration, is expanded as the middle trace. The mouse cursor is positioned to change the size of the box in 
the middle trace, which selects the 150-ms segment shown in the bottom trace. A brief upward spike that 
is visible in the upper traces is seen in the bottom trace to be too broad to be a simple noise spike; it also 
has approximately twice the amplitude of the main channel events, suggesting that it represents an overlapping 
channel opening. The original recording was obtained with a VR-lO PCM/VCR recording system; the data 
were transferred directly to the Macintosh computer, creating a 49-MB data file at the 94-kHz sample rate. 
An off-line Gaussian filtering program, in tum, created synchronized, filtered files with bandwidths of 250 
Hz, I kHz, and 2kHz. The DATA SELECTOR program reads data from these files as needed to draw and update 
the display. 
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rescaled. This is accomplished by first drawing each trace on an off-screen pixel map and 
then copying it to the screen buffer. The copying operation is very fast, providing an essentially 
instantaneous update. The drawing operation itself is also fast enough (usually taking less 
than 100 ms) so that the scrolling and changes of magnification appear smooth and continuous 
to the user. 

For this sort of display, it is important to have fast graphics. The trace-drawing routine 
used in DataSelector was written in assembly language and is optimized for rapidly graphing 
arrays of thousands of data points.* It draws directly to the offscreen pixel-map memory 
rather than making calls to the operating system's graphics routines. Similarly, high-speed 
displays on IBM-compatible personal computers typically use graphics subroutines that write 
directly to the video memory rather than using the BIOS interrupts. 

For the characterization of events the computer display must also be able to superimpose 
cursors or reconstructed transitions over the raw data and allow the user to make manual 
adjustments and corrections. For the 50% threshold analysis, it is sufficient to use the 
computer's mouse to adjust two variable parameters, the estimated current amplitudes before 
and after a transition. Time-course fitting requires more adjustable parameters, and for that 
purpose a set of knobs (i.e., potentiometers that are read by the computer's ADC) can be 
more flexible than the mouse, though when the method described in Section 4.2.4 works 
well, the number of manual adjustments that are needed is small, and mouse/keyboard 
operation is feasible. Use of the numerical keypad, rather than letter keys or mouse, for 
making menu choices is much more ergonomically satisfactory for operations that are highly 
repetitive (and single channel analysis is certainly in this category). 

4.3.2. Programs 

It is still the case, 18 years after the invention of the patch clamp, that no commercial 
program is available that can perform all of the methods that are described in this chapter. 
Perhaps the most serious thing that is lacking is a satisfactory program for analyzing records 
that contain conductance sublevels or multiple conductance levels. At present, if you wish 
to do things that cannot be done by the commercially available programs, there are two 
options. You must either write a program yourself or get one from somebody who has done 
the job you require. 

Many programs offer the choice of fully automatic analysis, without any visual inspection 
of how the program has interpreted your data. Use of such methods is very dangerous unless 
your data are of high quality and have been subjected to some preliminary check that the 
baseline stability, conductance sublevels, ambiguous events, and artifacts are all within the 
range that the program can cope with safely (e.g., see Magleby, 1992). If done thoroughly, 
such a check may take almost as long as checking individual fits unless your recording is 
of exceptionally high quality. The speed of automatic methods obviously makes them very 

*The drawing algorithm is based on the observation that the display of a trace can be generated by a set of 
vertical lines, one for each horizontal pixel position in the display. Often there are many more data points 
to be graphed, say I Q4 or lOS, than the number of horizontal pixel positions, which might be only 640 or 
\024. In simplified form the algorithm can be understood as follows: let n be the number of data points 
corresponding to a given horizontal pixel position. The endpoints of the vertical line to be drawn at that 
position are chosen simply to be the minimum and maximum values of n + I data points (including one 
from the set of points corresponding to the next horizontal position). Because only vertical lines are to be 
drawn, the actual drawing routine can be very simple and efficient. 
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attractive, but the computer maxim "garbage in, garbage out" certainly applies to single
channel analysis, and it may require some investment of time to ensure that you do not get 
"garbage out." 

The earlier forms of time-course fitting were substantially more time consuming than 
threshold-crossing analysis, even when the fits produced by the latter were inspected. How
ever, the methods described above are faster, and there is now probably not much difference, 
at least for data that are good enough that initial guesses for transition times and amplitudes 
are usually satisfactory, so few manual adjustments are needed. As personal computers get 
faster, so the time taken for least-squares fitting of many parameters will be reduced still 
further, and the difference between the various methods will become negligible. The speed 
of the analysis will depend only on the amount of visual checking that is done. 

4.3.3. Storing the Idealized Record 

The output from these programs is a list of numbers representing the time of each 
transition in the current record and the amplitude of the transition. This list contains all of 
the information present in the idealized record that is constructed in the fitting process. 
Generally, this information is stored in a file by the computer for further processing, such 
as sorting into histograms or fitting of distributions. Although in principle only two numbers 
need be stored for each transition in the original record, it is a good idea to include some 
more information in the file to allow for mistakes that inevitably occur in the analysis process. 
For example, if the only clue to the number of channels open is the number and polarity of 
step amplitude values, the corruption of a single entry could cause much confusion. One 
format for the storage of data, used by the TAC program, which performs threshold-crossing 
analysis, stores a record containing the following information as an entry for each transition: 

1. AbsTime, the time of the transition (LONGREAL in seconds) 
2. EventType, the kind of event. This is an enumerated type, having values corresponding 

to (1) normal transition, (2) interval of data to be ignored, (3) transition between 
conductance levels, etc. 

3. Level, the number of channels open after the transition (INTEGER) 
4. PreAmp, the current amplitude before the transition (REAL, in amperes) 
5. NumPre, the number of data samples used to estimate the pre amplitude (zero if the 

amplitude was not determined automatically; INTEGER) 
6. PostAmp, the current amplitude after the transition (REAL, in amperes) 
7. NumPost, the number of data samples used to estimate the postamplitude (INTEGER) 

The use of a LONGREAL (64-bit floating-point) value provides sufficient numerical resolu
tion (better than 1 nanosecond in 24 hr) to allow the absolute time of each event to be stored, 
even when the transition time has been interpolated to a fraction of a sample interval. This 
greatly simplifies operations in which individual transition records are edited and also allows 
each event to be synchronized with its position in the raw data file. The current amplitudes 
are documented by their values as well as the number of points used to estimate them (when 
automatic amplitude estimation is in effect) so that the reliability of the values can be 
estimated. This record structure occupies 24 bytes of storage for each event. The resulting 
event list files are nevertheless much shorter than the raw data files they describe. 

The NumPre, NumPost, and EventType indicators allow the subsequent analyses to be 
carried out with certain values (e.g., ambiguous amplitudes) either included or excluded. 
This will allow a judgment as to the influence of the ambiguities on the conclusions from 
the analysis. 
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5. The Display of Distributions 

Analysis of the experimental results by one of the methods described in Section 4 
produces an idealized record. This takes the form of an event list that contains the duration 
of each event and the amplitude of the single-channel current following each transition (or, 
for some sorts of analysis, only a record of whether the channel was open or shut). We now 
wish to move on to discuss the ways in which the information in this event list can be viewed 
and fitted with appropriate curves. 

5.1. Histograms and Probability Density Functions 

5.1.1. Stability Plots 

This section deals mainly with the display of measurements that have been made at 
equilibrium, so the average properties of the record should not be changing with time. In 
practice, it is quite common for changes to occur with time, and any such change can easily 
make the corresponding distribution meaningless. It is, therefore, important to check the data 
for stability before distributions are constructed or fitted. This can be done by constructing 
stability plots as suggested by Weiss and Magleby (1989). In the case, for example, of 
measured open times, the approach is to construct a moving average of open times and to 
plot this average against time or, more commonly, against the interval number (e.g., the 
number of the interval at the center of the averaged values). A common procedure is to 
average 50 consecutive open times and then increment the starting point by 25 (i.e., average 
open times 1 to 50, 26 to 75, 51 to 100, etc). The overlap between samples smoothes the 
graph (and so also blurs detail). An exactly similar procedure can be followed for shut times 
and for open probabilities. In the case of open probabilities, a value for P open is calculated 
for each set of 50 (or whatever number is chosen) open and shut times as total open time 
over total length. If a shut time is encountered that has been marked as "unusable" during 
analysis (see Section 4.3.3), then the set must be abandoned and a new set started at the 
next valid opening. 

Figure 14 shows examples of stability plots for amplitudes (in A, C, and E) and for 
open times, shut times, and Popen (in B, D, and F). Graphs for A-D are from experiments 
with recombinant NMDA receptors. The two amplitude levels are stable throughout the 
recording for the experiment shown in Fig. 14A and B, though there is a modest tendency 
in B for shut times to decrease and for P open to increase correspondingly during the experiment. 
In contrast, Fig. 14C shows a different experiment in which the two amplitUde levels both 
show a sudden decrease after about the 900th interval. Amplitude histograms from such an 
experiment would show three or four levels but would of course give no hint that there had 
been a sudden change in the middle of the experiment. The corresponding stability plots for 
open times, shut times, and Popen , shown in Fig. 14D, also show instability; shut times 
decrease, and Popen correspondingly increases, at about the same point in the experiment 
where the amplitude changes. The open times, however, remain much the same throughout 
in D, as is also the case for Band F. Figure 14E and F show similar plots from an experiment 
on adult frog endplate nicotinic receptors, in which all the measured quantities remain stable 
throughout the recording; data from this experiment were used to construct the shut-time 
histogram shown in Fig. 15. 

Plots of this sort can be used to mark (e.g., by superimposing cursors on the plot) 
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Figure 14. Examples of stability plots. Data for A, B, C, and D are from NMDA-type glutamate receptors 
expressed in oocytes (unppublished data of P. Stem, P. Behe, R. Schoepfer, and D. Colquhoun; methods as 
in Stem et aI., 1992). Oocytes were transfected with NRI + NR2C subunits in A and B (4002 resolved 
intervals) and with NRI + NR2A + NR2C subunits in C and D (2810 resolved intervals). A and C show 
amplitude stability plots; the horizontal lines in A mark the amplitudes that were fitted to the amplitude 
histogram, -1.01 pA and -1.75 pA. Band D show stability plots for shut time (top), open time (middle), 
and Popen (bottom). Average of 50 values plotted, with increment of 25 intervals. Horizontal lines show the 
average values for the whole run. E and F show the same two types of stability plot for the same frog 
endplate nicotinic receptor data that was used to construct the histograms in Fig. 15 (amplitudes are plotted 
as positive numbers in E). 

sections of the data that are to be omitted from the analysis. For example, this approach has 
been used to inspect, separately, the channel properties when the channel is in a high-Popen 

period and when it is behaving normally. 
It should be noted that when the average Popen value (the value for the whole of the 

data) is plotted on the stability plot, it can sometimes appear to be in the wrong position. 
This may happen when the record contains a very long shut period that reduces the overall 
Popen but affects only one point on the stability plot (which is normally constructed with 
interval number on the abscissa rather than time). 
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5.1.2. Probability Density Functions 

Most of the data with which we have to deal consist of continuous variables (channel 
amplitudes, durations of open periods, etc.) rather than discontinuous or integer variables. 
One exception is the distribution of the number of openings per burst, which is discussed 
below; this number can, of course, take only integer values. The probability distribution of 
a continuous variable may be specified as a probability density function, which is a function 
specified such that the area under the curve represents probability (or frequency). Most 
commonly, the pdf is an exponential or sum of exponentials (see Chapter 18, this volume). 
For example, if a time interval has a simple exponential with mean 'T = 1IX., its pdf is 

t> 0 (28) 

which has dimensions of S-I. Alternatively, the exponential density can be written in terms 
of the time constant, 'T, rather than the rate constant, x.. This is preferable for two reasons. 
First, it is easier to think in terms of time rather that rate or frequency. Second, use of time 
constants prevents confusion between observed rate constants (denoted X.) and the rate 
constants for transitions between states in the underlying mechanism (see Chapter 18, this 
volume). Thus, equation 28 will be written in the form 

(29) 

The area under this curve, as for any pdf, is unity. When there is more than one exponential 
component, the distribution is referred to as a mixture of exponential distributions (or a "sum 
of exponentials," but the former term is preferred since the total area must be I). If ai 

represents the area of the ith component, and 'Ti is its mean, then 

(30) 

The areas add up to unity; i.e., 

or 

Iai = I (31) 

and they are proportional, roughly speaking, to number of events in each component. The 
overall mean duration is given by: 

mean duration = Iai'Ti (32) 

In practice, the data consist of an idealized record of time intervals constructed by one 
of the methods described above (see Section 4). This record may be revised to ensure 
consistent time resolution (see Section 5.2). The open times, shut times, and other quantities 
of interest can be obtained from it. For example, the data might consist of a series of n open 
times tl, t2, ... , tn- They might be, for example, l.41, 5.82, 3.91, 10.9 ... , 6.43 ms. The 
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probability density function is, roughly speaking, proportional to the probability that the 
observation falls within an infinitesimal interval (from t to t + dt; see Chapter 18, this 
volume). But we have not got an infinite data set, so the pdf of the data looks like a series 
of delta functions (one at each measured value). This sort of display is not very helpful as 
it stands, so we smooth it by using a finite binwidth. In other words, we display a histogram 
as an approximation to the pdf by counting the number of observations that fall in intervals 
(bins) of specified width. In the example above, we might use 1 ms as the bin width and 
count the number of observations between 0 and 1 ms, 1 and 2 ms, and so on. These can 
then be plotted on a histogram as illustrated, for example, in Fig. 15. The histogram is 
discontinuous, and its ordinate is a dimensionless number. The pdf it approximates is, on 
the other hand, a continuous variable with dimensions of s-', so care is needed when both 
histogram and pdf are plotted on the same graph (see Section 5.1.5). 

Figure 15A shows a histogram of shut times, with a time scale running from 0 to 1500 
ms, with a bin width of 80 ms. This range includes virtually all the shut times that were 

A zoOrr-----;:======i1 B 80rr--------..,..., C 200r--T"T"-------.." 

I All observations I I I . .Up to B rns 
jj 
g 150 

t 
Do 
.. 100 
Q 

e 
I 50 

.. components: 

lup to 0.25 IDS ! ,.-- 2 components e 
~ 40 o 
" 

,; . 
Do 

" 
llo0 

u e 20 g. . 
.t: 

.. 
~ 

f 
1500 q) 8 

Shul lim. (mol Shul lime (mol 

q) 0.05 0.1 0.15 0.2 0.25 
Shul lim. (mil 

D 19B~~~---,======~-----------------, 

4 

_,.(mo' ...... ('" 
0.0468 71.1 

1.31 S.7 
2'IlI.7 21.2 

0~01 10000 

Shut lime (ms) (101 scale) 

Figure 15. Example of a distribution of shut times. In A, B, and C, the histogram of shut times is shown 
(on three different time scales), and in D the distribution of log(shut times} for the same data is shown. The 
data are from nicotinic channels of frog endplate (suberyldicholine 100 nM, -130 mY). Resolutions of 80 
ILS for open times and 60 ILS for shut times were imposed as described in the text; this resulted in 1348 shut 
times, which were used to construct each of the histograms. The dashed bins (which are off scale in B and 
C) represent the number of observations above the upper limit. The data were fitted by the method of 
maximum likelihood with either two exponentials (dashed curve) or three exponentials (continuous curve). 
The same fits were superimposed on all of the histograms. The estimated parameters are shown in D. (D. 
Colquhoun and B. Sakmann, unpublished data.) 
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observed. The first bin actually starts at t = 60 j..ls rather than at t = 0 because a resolution 
of 60 j..ls was imposed on the data (see Section 5.2 below), so there are no observations 
shorter than this. All that is visible on this plot is a single slowly decaying component with 
a mean of about 250 ms, though the first bin, the top of which is cut off on the display, 
shows that there are many short shut times too. The same data are shown again in Fig. 15C, 
but only shut times up to 250 j..lS are shown here, with a bin width of 10 j..lS; the 60-j..ls 
resolution is obvious on this plot. There are many shut times longer than 250 j..lS of course, 
and these are pooled in the dashed bin at the right-hand end of the histogram (the top of 
which is cut off). Again, the histogram looks close to a single exponential, but this time 
with a mean of about 50 j..ls. Although it is not obvious from either of these displays, there 
is in fact a (small) third component in this shut-time distribution. It is visible only in the 
display of the same data in Fig. 15B, in which all shut times up to 8 ms are shown (with a 
bin width of 0.6 ms), where an exponential with a mean of about 1 ms is visible. The data 
were not fitted separately for Figs 15A, B, and C, but one fit was done to all the data (by 
maximum likelihood-see Section 6) with either two exponential components (dashed line) 
or 3 exponential components (solid line). This same fit is shown in all four sections of Fig 
15. The inadequacy of the two-component fit is obvious only in the display up to 8 ms. 

Clearly, the conventional histogram display is inconvenient for intervals that cover such 
a wide range of values. The logarithmic display described next is preferable. 

5.1.3. Logarithmic Display of Time Intervals 

It was suggested by McManus et al. (1987) and by Sigworth and Sine (1987) that it 
might be more convenient, when intervals cover a wide range (as in the preceding example), 
to look at the distribution of the logarithm of the time interval rather than the distribution 
of the intervals themselves. Note that this is not simply a log transformation of the x axis 
of the conventional display (which would produce a curve with no peak, and would have 
bins of variable width on the log scale). Sine and Sigworth suggested, in addition, the use 
of a square-root transformation of the ordinate in order to keep the errors approximately 
constant throughout the plot. 

The distribution has the following form. If the length of an interval is denoted t, and 
In denotes the natural (base e) logarithm, we define 

x = In(t) 

then we can find the pdf of x, fx(x), as follows. First we note that if a t is less than some 
specified value tJ, then it will also be true that In(t) is less than In(tl). Thus, 

Prob[t < t1] = Prob[ln(t) < In(tl)] = P (33) 

In other words, the cumulative distributions for t and In(t) are the same. Now it is pointed 
out in Chapter 18 (this volume, Section 3.1) that the pdf can be found by differentiating the 
cumulative distribution. Thus, denoting the probability defined in equation 33 as P, 

dP dP dt dP 
fx(x) = dx = d In(t) = d In(t) . dt 

= tf(t) 

= I a;Tjl exp(x - Tj1e X ) (34) 
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The second line here follows because dPldt is simply the original distribution of time intervals, 
f(t); it shows, oddly, that the distribution of x = In(t) can be expressed most simply not in 
terms of x but in terms of t. When f(t) is multiexponential, as defined in equation 30, and 
we express fx(x) in terms of x by substituting t = eX, we obtain the result in equation 34. 
This function is not exponential in shape but is (for a single exponential component) a 
negatively skewed bell-shaped curve, the peak of which, very conveniently, occurs at t = T. 

The same data that were displayed in Fig 15A, B, and C are shown in Fig 15D as the 
distribution of log(shut times). The same fitted curves are also shown (the fitting uses the 
original intervals, not their logarithms), and the three-component fitted curve shows peaks 
that occur at the values of the three time constants. It is now clearly visible, from a single 
graph, that the two-exponential fit is inadequate. (The slow component of the two-exponential 
fit also illustrates the shape of the distribution for a single exponential because it is so much 
slower than the fast component that the two components hardly overlap.) This sort of display 
is now universally used for multi component distributions. Its only disadvantage is that it is 
hard, in the absence of a fitted line, to judge the extent to which the distribution is exponential 
in shape. 

5.1.4. The Cumulative Distribution 
The area under the pdf up to any particular value, t, of the time interval is the cumulative 

form of the distribution, or distribution function. namely 

F(t) = P(time interval ::5 t) = {f(t)dt = I - e- tlT (35) 

This is a probability and is dimensionless; it increases from ° to I as t increases. Alternatively 
we may consider the probability that an interval is longer than t, which is, for a single exponen
tial, 

1 - F(t) = P(interval > t) = r f(t)dt = e- tlT 

or, for more than one component, the sum of such integrals: 

1 - F(t) = P(interval > t) = Iaie-tlTi (36) 

Occasionally, the data histogram is plotted in this cumulative form with the fitted 
function (36) superimposed on it. This presentation will always look smoother than the usual 
sort of histogram (the number of values in the early bins is large), but it should never be 
used, because the impression of precision that this display gives is entirely spurious. It results 
from the fact that each bin contains all the observations in all earlier bins, so adjacent bins 
contain nearly the same data. In other words, successive points on the graph are not indepen
dent but are strongly correlated, and this makes the results highly unsuitable for curve fitting. 

To make matters worse, it may well not be obvious at first sight that cumulative 
distributions have been used, because the curve, equation 36, has exactly the same shape as 
the pdf, equation 30. There are no good reasons to use cumulative distributions to display 
data; they are highly misleading. In any case, it is much easier to compare results if everyone 
uses the same form of presentation. 
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5.1.5. Superimposition of a Probability Density Function on the Histogram 

It is helpful to regard the ordinate of the histogram not as a dimensionless number but 
as a "frequency" or "number per unit time" with dimensions of reciprocal time; the ordinate 
then becomes directly analogous to probability density. Rather than regarding the height of 
the histogram block as representing the number of observations between, say, 4 and 6 ms, 
we regard the area of the block as representing this number. The ordinate, the height of the 
block, will then be the number per 2-ms bin. This is illustrated in Fig. 16 for a hypothetical 
example of a simple exponential distribution of open time durations with mean T = 10 ms 
and rate constant "II. = lIT = 100 S-I. The pdf is thus!(t) = WOe-lOOt S-I. It is supposed 
that there are N = 494 observations altogether (including those that might be too short to 
be seen in practice-see Section 6.1). 

The histogram is plotted with a bin width of 2 ms, so the ordinate is number per 2-ms 
bin. The pdf has, of course, unit area. In order to obtain a curve that can be superimposed 
on the histogram, we must multiply the pdf by the total number of events and convert its 
units from S-I to (2 ms)-I by dividing by 500. The continuous curve is therefore get) = 

(494/500)!(t) = 98.8e -lOOt (2 ms) -I. The number of observations that are expected between 
4 and 6 ms is the area under the continuous curve; i.e., from equation 35 or 36, it is 
494(e-41T - e-6h) = 60.6. This is almost the same as the ordinate of the continuous curve 
at the midpoint (t = 5 ms) of the bin: get) = 98.ge-5/T = 59.9 (per 2 ms). This approximation 
will always be good as long as the bin width is much less than T. Thus, if we actually 
observed the expected number of observations (60.6) between 4 and 6 ms, the histogram 
bin would fit the continuous curve closely, as shown in Fig. 16. 

Generalizing this argument, the function, g(t), to be plotted on the histogram is 

g(t) = Nd !(t) (37) 

where !(t) is the probability density function, with units S-I (estimated by fitting the data 
as described in Section 6), d is the bin width (with units of seconds), and N is the estimated 
total number of events as calculated by equations 87, 91, or 101, as appropriate. Note that 
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Figure 16. Schematic illustration of the 
superimposition of a continuous curve 
(proportional to the fitted theoretical pdf) 
to a histogram of observed frequencies. 
The block corresponds to 60 observations 
between 4 and 6 ms and has an area equal 
to that under the continuous curve between 
4 and 6 ms. The ordinate of the continuous 
curve at the midpoint of the bin (I = 5 ms) 
is 59.9 (2 ms)-l. See text for further details. 
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equation 37 is dimensionless, so it is really the pdf that is scaled to the data rather than the 
other way around. 

In the case where the log(interval length) is displayed, as described in section 5.1.3, 
the probability density function, f(t), would usually be fitted, as described in Section 6, by 
the method of maximum likelihood applied to the original observations (not to their loga
rithms). The distribution of 10glO(t) is, from equation 34, 2.30259 tf(t) , where the factor 
2.30259 [= In(lO)] converts from natural logarithm units to common logarithm units. The 
curve, g(t), to be plotted on the logarithmic histogram is thus 

g(t) = Nd' 2.30259 tf(t) (38) 

where d' denotes the bin width in 10glO units. 

5.1.6. Variable Bin Width 

The approach discussed above makes it immediately clear how one should construct a 
histogram with unequal bin widths. It is sometimes useful to use a narrower bin width for 
shorter intervals than for long ones (there are usually more short intervals, and the pdf 
changes most rapidly in this region). Thus, if the ordinate is specified as, for example, 
frequency per 2 ms, then the height of the ordinate for a bin width of 2 ms (say the bin for 
6 to 8 ms) is the actual number of observations found to fall within this bin. However, if 
the shorter intervals are plotted with a bin width of 1 ms rather than 2 ms, then the height 
of the ordinate for the the I-ms-wide bins should be twice the number actually observed to 
fall into the bin. Thus, the area still represents the actual number observed. The plotted 
function is still as given in equation 37 above, but d is now interpreted as the base width 
of the bins, i.e., 2 ms in this example, because the ordinate is the frequency per 2 ms bin. 

5.1.7. Measurement of Popen 

One often wishes to measure the probability that a channel is open from a single-channel 
record. This quantity is usually denoted Popen and is sometimes called the "open probability." 
It is undesirable to refer to P open as the probability of opening, because this sounds like a 
rate constant (probability of opening in a short time interval; see Chapter 18, this volume), 
which is not what is intended. 

Measurements of P open are useful as an empirical index of the activity in a record, 
though the overall Popen for a whole record will often be so distorted by long sojourns in 
desensitized or inactivated states as to be uninterpretable. More fundamentally, if it is possible 
to identify the parts of the record when channels are desensitized, then measurements of 
Popen on the remaining sections provide the best means of constructing equilibrium concentra
tion-response curves (e.g., Colquhoun and Ogden, 1988). Such Popen curves have the advan
tages over other methods that (1) they are corrected for desensitization, (2) they measure 
response on an absolute scale (the maximum possible response is known in advance to be 
I), and (3) they allow direct inspection of the channels that underlie the response so there can 
be little doubt about their identity and homogeneity (see Section 5.9 for tests of homogeneity). 

In a record that is in the steady state, Popen is simply the average fraction of time spent 
in the open state. An absolute value for Popen can, however, be measured only from a record 
that contains only one individual channel (or from a section of a record, such as a burst or 
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cluster, where only one channel is active; see Sections 5.6 and 5.9). However, for the purposes 
of assessment of stability (Section 5.1.1), this is not really important. 

When all of the open and shut times have been measured, P open can be calculated as 
total open time divided by total length of the record. For records where there is essentially 
only one open level, this is the same thing as the average current level throughout the record, 
divided by the open-channel current level. In this case, the best method to measure Popen is 
to integrate the record (with an analogue integrator circuit or digitally). This is a good method 
in principle because the record is filtered, and linear filters do not affect the area of the 
response, only its shape, so integration should be unaffected by the imperfect resolution of 
open and shut times. Use of digital integration is equivalent to the use of point-amplitude 
histograms to measure Popen, as described in Section 5.3.2. It is important to notice, however, 
that integration will be satisfactory only as long as adequate allowance can be made for the 
drift in the baseline (shut) level that occurs in most real records. 

When the system is not in a steady state, P open will be a function of time and can no 
longer be defined as the average fraction of time spent in the open state. This is the case, 
for example, following a voltage or concentration jump or during a synaptic current. In such 
cases, P open(t) must be measured by repeating the jump many times and measuring the fraction 
of occasions when the channel is open at time t. 

5.2. Missed Events: Imposition of a Consistent Time Resolution 

Unless the mean length of an opening is very long compared with the minimum resolvable 
duration, it is inevitable that some short openings will remain undetected. Similarly, some 
short shuttings will also be missed. Methods for making appropriate allowances or corrections 
for such missed events are considered briefly in Section 6.11 and in rather more detail in 
Chapter 18 (this volume). In this section we discuss only the aspects of the problem that 
require action to be taken before histograms are constructed. 

5.2.1. Definition of Resolution 

When the single-channel record is scanned to fit the time of each opening and shutting, 
as discussed in Sections 3 and 4, the usual procedure would be to fit every detectable opening 
and gap (shut time). The length of opening (or gap) considered "detectable" will depend on 
the sort of detection method used. For the threshold-crossing analysis described in Section 
4.1, the minimum length is set by Td, although observed durations up to about twice this 
value are biased and need to be corrected (e.g., with equation 21) before insertion into a 
histogram. With time-course fitting, the minimum length is not clearly defined and will 
certainly depend on the details of the method that is used, on who the operator is, and, quite 
possibly, on how tired he or she is. This will not matter too much as long as care is taken 
to fit everything that might possibly be an opening or shutting, so that when a realistic 
resolution is subsequently imposed (Section 5.2.3), it can be said with certainty that events 
longer than this chosen resolution will not have been omitted during the fitting process. 

5.2.2. Effects of Missed Events 

Consider, for example, the distribution of the open time when there is a substantial 
proportion of undetected short gaps; openings will appear to be longer than they actually 
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are, because two (or more) openings separated by an undetected gap will be counted as a 
single opening (the measured open times are, therefore, more properly referred to as apparent 
open times). 

When the histogram of shut or of open times is plotted, the frequency will tend to fall 
off for very short durations, below which some or all events are too short to be detected. 
Thus, the distribution may appear to have a peak. One way to deal with this is to look at 
the histogram and decide on a duration above which it is thought that all openings will be 
detected and accurately measured; only observations that are longer than this minimum time 
are used for the fitting process. There is, of course, a large arbitrary element in this decision 
(and it is also always possible that the open time distribution really does go through a 
maximum; see Chapter 18, this volume). Nevertheless, if the value chosen is on the safe 
side, this method may seem to be satisfactory. But it is actually fundamentally inconsistent, 
as becomes clear when we consider the effect of the open-time resolution on the shut
time distribution. 

One way in which inconsistency arises becomes obvious when we consider fitting of 
shut times. If we look at the histogram and see that it has a peak near 100 J..Ls but falls off 
for shorter shut times, we may decide, quite reasonably, that it is safe to fit (see Section 6) 
all shut times longer than, say, 140 J..Ls. However, the shut times shorter than 140 J..LS are still 
present in the data, and even though they have just been deemed to be too short to be reliable, 
they will still be regarded as separating two openings, and will therefore, despite their 
unreliability, shorten the apparent open time to a lower value than it would have if the short 
gaps had not been detected at all. And, of course, an exactly analogous inconsistency in 
measurement of apparent shut times can arise when short openings are partially missed. 

Another sort of inconsistency will arise if the criterion for the gap length that is 
detectable does not remain exactly the same throughout the analysis. If it is not constant, 
the apparent lengths of openings will vary with time, so the distribution of the measured 
open times will be distorted even if all the openings are long compared with the minimum 
resolvable duration. 

A third reason why it is important to know about the resolution is encountered when, 
for example, measurements of open times are made at different membrane potentials. The 
resolution for, say, brief shuttings, will be worse when the single-channel currents are smaller 
(potentials closer to the reversal potential), so more of them will be missed. The apparent 
open times will therefore appear to be longer at potentials near the reversal potential, even 
if the true open time does not depend on membrane potential at all. 

Finally, the methods that have been developed recently for making corrections for missed 
brief events almost all require that the resolution of the data be known and consistent. In 
other words, if the resolution is stated to be 100 J..Ls, then we must be as sure as possible 
that no events shorter than this are present in the data, and that all events longer than 100 
J..Ls have been detected. 

For all of these reasons, it is important that the resolution (the shortest event fitted) be 
stated in published work; without knowing the resolution, it is impossible for other authors 
to compare their results for quantities as mean "apparent open time" (though this rarely stops 
them from trying). 

5.2.3. Imposition of Resolution 

One way to avoid the inconsistencies just described is to impose a resolution on the 
data retrospectively (Colquhoun and Sakmann, 1985). In the analysis of the original experi-
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mental record, every event is fitted even if it is so short that its reality is dubious. While 
this is done, a judgment is made as to the shortest duration (tres say) that can be trusted (the 
value of tres may not be the same for open times and for shut times). Again, this is quite 
subjective; a value on the safe side should be chosen. The most important criterion for the 
choice of tres is that it should be chosen so that it ensures a sufficiently low false-event rate, 
e.g., below 10-8 s-I (see Section 3.3). 

When the analysis is completed, and the idealized record is stored (see Section 4), the 
chosen value of tres can be specified and the idealized record revised as follows: 

1. All open times that are shorter than tres must be removed. Shut times that are separated 
by openings shorter than tres are treated as single shut periods. The lengths of all 
such shut times are concatenated (together with the lengths of intervening short 
openings) and inserted in the revised data record as single shut times. 

2. Similarly, all shut times that are shorter than tres must be removed. If the two openings 
that are separated by the short gap have both got the same amplitude, then the two 
open times are concatenated (together with the intervening shut time) and inserted 
into the revised record as a single opening. If the two openings have different 
amplitudes, they are inserted into the revised record as two openings with a direct 
transition from the first open level to the second. This procedure entails deciding 
exactly what "the same amplitude" means. Some criterion must be specified, which 
will depend on what amplitude difference is deemed large enough to be detectable; 
for example, amplitudes that are separated by less than 10% of the full amplitude 
might be deemed "the same." 

In this way a new idealized record, with consistent time resolution throughout, is 
produced, and it is this that is used for subsequent construction of histograms and fitting. 
The new record cannot, of course, contain any openings (or gaps) shorter than tres, so the 
histograms start at this point. As long as the original idealized record is kept, it is easy to 
repeat the fitting with a different resolution if necessary. 

It may be noticed that, for example, imposition of a SO-J.1s resolution on a perfect record, 
followed by imposition of lOO-J.1s resolution, will not necessarily give exactly the same result 
as imposition of 100-J.1s resolution directly on the perfect record. To the extent that the data 
we start with are never perfectly resolved, this approach does not give precisely the required 
results, but it is, nevertheless, the best that can be done. 

5.2.4. Resolution, Sublevels, and Fit Range 

It must be remembered that events (openings or shuttings) may be detected with certainty 
in the single-channel record even when their duration is shorter than the risetime (Tr) of the 
recording system. However, their duration must be at least 2Tr before their amplitude can 
be measured accurately (see Section 4). If, for example, it is desired to construct a distribution 
of the apparent times but to include in the distribution only those open times that are 
sufficiently long for their amplitudes to be known, then only openings longer than 2Tr or 
2.STr can be used. However, this does not mean that the resolution of 2Tr should be imposed 
on the data. If this resolution were imposed on the shut times, many brief shuttings, which 
are nevertheless long enough to be detected with certainty, would be excluded, thus causing 
the apparent open times to be longer and causing unnecessary error in the estimation of the 
open time. The resolution that is imposed should depend on what can be detected reliably 
(i.e., distinguished from random noise), but, in the case just described, the range of values 
that are used for fitting should exclude values shorter than 2Tr. When conditional distributions 
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are used for maximum-likelihood fitting, as described below, there is no problem in fitting 
only those observations that lie within any specified range. 

The distinction between resolution and fit range does not cause too many problems 
when there are no subconductance levels in the record. In this case, any deflection toward 
the baseline must represent a complete shutting. But when the channel shows subconductance 
levels, the problem is more difficult, and it may be desirable to impose different resolutions 
and/or different filtering for different sorts of analysis. 

For example, Howe et al. (1991) describe procedures for analysis of NMDA-type 
glutamate-activated channels that showed conductance levels of 30 pS, 40 pS, and 50 pS. 
A resolution that produces an acceptable false-event rate for the 50-pS openings may result 
in an unacceptably high false-event rate for smaller openings in the same record. For analysis 
of amplitudes, the results were treated as described above; the resolution was set to produce 
an acceptable false-event rate for 50-pS events, but events shorter than 2.5Tr were excluded 
from fitting. For distributions of shut times the open-time resolution was set to give an 
acceptable false-event rate for 50-pS openings, but the shut-time resolution was set to ensure 
that events described as shuttings were unlikely to be transitions from 50 pS to 40 or 30 pS 
or transitions from 40 pS to 30 pS. To achieve this, the resolution was set to duration w, 
such that events are counted as shuttings only if they are seen to reach a level safely (say 
2 standard deviations) below the 30-pS level. This can be achieved by solving for w (e.g., 
by bisection) 

The right-hand side of this equation gives the fraction of its maximum amplitude attained 
by a rectangular pulse of length w (see equations 8 and 12). On the left hand side, Aso and 
A30 are the absolute current amplitudes for the 50-pS and 30-pS openings, and S30 is the 
standard deviation of the 30-pS currents (these values being obtained from fitting of amplitude 
histograms). For further details, see Howe et al. (1991). 

5.3. The Amplitude Distribution 

Single-channel current amplitudes are interesting for two main reasons. First, the ways 
the amplitude varies with ionic composition of the bathing medium and with membrane 
potential are important for the study of ion permeation mechanisms. Second, amplitude 
measurements are often a useful way to characterize channel types, e.g., types with different 
subunit compositions or with mutations. 

It has been shown in Section 4.2.3 that the amplitude of a channel opening can be 
measured accurately only if the duration of the opening is at least twice the risetime (Tr) of 
the recording system. Amplitude measurements should, therefore, be included in the amplitude 
histogram only when the opening is longer than some specified length such as 2Tr or 2.5Tr. 
This can, of course, be done properly only if the amplitude is estimated separately for every 
opening, and there are, unfortunately, still many analysis programs in use that cannot do this. 

Often there will be more than one channel in the patch of membrane from which the 
recording is made, and in this case, more than one channel may be open at the same time, 
so that current amplitudes that are integer multiples of the single-channel current are seen. 
This question is discussed further in Section 5.4. 
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5.3.1. How Variable Are Single-Channel Amplitudes? 

The amplitudes of single-channel currents are, in some cases at least, very consistent. 
For example, Fig. 17 shows a distribution of amplitudes measured from adult rat endplate 
nicotinic acetylcholine receptors. It has been fitted (arbitrarily) with a Gaussian curve and 
shows a mean of 6.62 pA and a standard deviation of 0.12 pA (Le., 1.8% of the mean). The 
variability from one opening to the next of the same ion channel or of different channels in 
the patch seems to be very small, possibly no greater than the error in the fitting of the 
amplitude. In this case the amplitude is not an inherently random variable like the open time 
but is, for practical purposes, a more or less fixed quantity. 

However, channel amplitudes more commonly are not exactly constant. It seems that 
just about every sort of channel shows extra open-channel noise; Le., the current record is 
somewhat noisier when the channel is open than when it is shut (e.g., Sigworth, 1985, 1986). 
If it is assumed that the excess open-channel noise is independent of the baseline noise, so 
their variances are additive, the root mean square excess noise, Sexces .. can be estimated as 

(39) 

The extent of this excess open-channel noise varies greatly from one sort of channel to 
another; it is very small for adult frog muscle nicotinic receptors (D. Colquhoun, unpublished 
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Figure 17. An example of the distribution of the fitted amplitudes of single-channel currents; amplitudes 
were defined by eye, by means of a cursor on the computer screen. Unpublished data of D. C. Ogden and 
N. K. Mulrine; channel openings elicited by 100 nM acetylcholine in cell-attached patch on adult (200-g) 
rat endplate in extracellular solution (with 20 mM K+ and I mM Ca2+), at resting potential -80 mY. After 
a resolution of 50 ILs was imposed for both openings and shuttings, there were 1100 resolved intervals, and 
the histogram was constructed from 433 amplitudes of openings that were longer than 2 risetimes. The 
continuous curve is a Gaussian distribution, which was fitted to the data by the method of maximum likelihood; 
it has a mean of 6.62 pA and a standard deviation of 0.12 pA. The main display covers only the range from 
5 pA to 8 pA in order to show clearly that the observed distribution has a sharper peak and broader tails 
than the Gaussian curve, as predicted in Section 5.3.3 and Appendix 2. The inset shows the same distribution 
plotted over the range 0-8 pA to show that there is only one narrow peak in the distribution. 
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data) but very large for some neuronal nicotinic receptors (e.g., Mathie et ai., 1991). It is 
likely that the phenomenon is intrinsic to the receptor protein; it appears in recombinant 
receptors and can be strongly influenced by small mutations. It seems likely that it can be 
regarded as resulting from fluctuations in channel structure that produce small changes in 
conductance or from entry into subconductance states that are short-lived and/or differ only 
slightly from the main conductance level. The appearance of extra open-channel noise can 
also be mimicked by frequent and brief channel blockages (e.g., Ogden and Colquhoun, 1985). 

It is common for more than one conductance level to appear in single-channel recordings. 
One, probably quite common, reason for this is heterogeneity of the channels in the membrane 
patch. In addition, though, it has become apparent that most types of ion channel have more 
than one conductance level. For some types these conductance sublevels are rare, but for 
others they are quite common. For example, the NMDA-type glutamate receptors all show 
this phenomenon clearly, as illustrated in Figs. 12 and 18. These channels have a SO-pS main 
level and a briefer 40-pS sublevel. It is not known whether such sublevels have any functional 
importance (though it seems unlikely), but they are certainly useful for characterizing subunit 
combinations (Stem et ai., 1992). 

In this case ofNMDA receptors, the SO-pS and 40-pS peaks are quite clear and reproduc
ible from experiment to experiment. There is, however, some question as to whether all "SO
pS" openings have exactly the same conductance (apart from random measurement errors). 
There is some reason to suspect that they may not. 

The various methods that are used for investigation of amplitudes are discussed next. 

5.3.2. Point· Amplitude Histograms 

The simplest procedure is to make a histogram of the values of the individual digitized 
data points (after subtracting the baseline value, so the shut channel appears with zero 
amplitude). This is often known as a point-amplitude histogram to distinguish it from 
histograms formed from fitted amplitudes (see Section S.3.3). There will be a lot of points 
in such histograms, but the points are not independent, so the large number of points does 
not necessarily imply high precision. In order for the sample points in filtered data to be 
approximately independent, they would need to be about one risetime (Tr) apart, but the 
sample rate is normally a good deal higher than this. For statistical purposes, the "effective 
number of points" could taken roughly as (sample duration)/Tr • 

The relative areas of the peaks in a point-amplitude histogram represent the number of 
data points, i.e., the length of time spent, at each amplitude level (cf. next section). The 
areas of the peaks can therefore be used to estimate the fraction of time for which the channel 
is open, i.e., the probability of being open (Popen), as long as all data points are included 
(see also Section S.1.7). 

5.3.2a. The All·Point·Amplitude Histogram. The crudest method is simply to make 
the histogram directly from all points in the data record. In fact, this is the only method that 
is available in many commercial programs. The main problem is that the method obviously 
depends on the baseline remaining exactly constant throughout the record. This is rarely 
true, so in practice it is possible to use the method only on relatively short stretches of data 
for which the baseline can be checked carefully. Alternatively, if both baseline and open 
levels have been fitted, as illustrated in Fig. 12, all the data points in the region that 
has been fitted (and approved) can be entered into the histogram; this provides excellent 
compensation for baseline changes, but the results cannot be used to estimate Popen because 
many shut points are omitted. 



528 David Colquhoun and F. J. Sigworth 

An example of an all-point histogram constructed in the latter way is shown in Fig. 
18B and C. The peaks for the shut level and for the main (about 5-pA) open level are 
obvious. However, there is a smear of points between the two (the data points that lie in the 
transition regions between open and shut), and this partially obscures the small peak that 
corresponds to the sublevel at about 4 pA; this is shown on an enlarged scale in Fig. 18C. 
This smearing can be reduced as follows. 

5.3.2h. Open-Point and Shut-Point Amplitude Histograms. Once transitions have 
been located by one of the methods described in Section 4, then it becomes possible to exclude 
data points that lie on the transitions from one conductance level to another. Knowledge of 
the step-response function of the recording system allows the transition period to be defined 
accurately. An example is shown in Fig. 12; only those data points that correspond to the 
flat sections of the fitted curve (i.e., areas where no transitions were detected) are entered 
into the histogram. The open-point amplitude histogram in Fig. 18E was constructed in this 
way. Most of the smearing has gone, and the rather small 4-pA component is more clearly 
defined than in the all-point histogram, as shown on an enlarged scale in Fig. l8F. And, 
since the baseline adjacent to the openings is fitted along with the openings, there should 
be no distortion caused by baseline drift. 

The data points that correspond to shut periods are entered into a separate histogram, 
as for the open points. A shut-point histogram is shown in Fig. 18D; it is usually found, as 
in this case, that the shut-point histogram is fitted very well by a simple Gaussian curve 
(i.e., the baseline noise is Gaussian). Open-point histograms, on the other hand, may not be 
perfectly Gaussian because of such effects as undetected sublevel transitions or brief closures. 

5.3.2c. Analysis of Flickery Block. The asymmetry in point-amplitude histograms 
contains information about the nature of open-channel noise. This information can be interpre
ted by use of either noise analysis (Sigworth, 1985, 1986; Ogden and Colquhoun, 1985; 
Heinemann and Sigworth, 1990) or the amplitUde histogram itself (Yellen, 1984; Heinemann 
and Sigworth, 1991). These methods have been used, for example, to analyze rapid channel 
block. High concentrations of a low-affinity channel-blocking agent produce so-called "flick
ery noise." Because of the high concentration, blockages are frequent, and openings are 
short, and when blockages are so brief that they cannot be resolved easily in the single
channel record, the open channel appears to be very noisy and to have a reduced amplitude 
(see Chapter 18, this volume). Such flickery noise, when it happens to be in the right 
frequency range, will produce a characteristically shaped smear in the all-point amplitude 
histogram. If the blocking process is approximated as a two-state process, and we look at 
the channel only while it is open or blocked, the mechanism can be written thus 

(40) 

where LB is the dissociation rate constant for the blocker, k+B is the association rate constant, 
and XB is the blocker concentration, so k+BXB is the transition rate from open to blocked 
state (per unit open time). 

One approach, which works best for events that are close to being resolvable (mean 
duration comparable to the filter risetime), is based on the work of Fitzhugh (1983). This 
theory showed that, for data that have been filtered through a simple RC filter with time 
constant Tf = RC, the point-amplitude histogram should be described by the beta distribution. 
The beta distribution was used to analyse fast block by Yellen (1984). If we denote as y the 
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Figure 18. Examples of various sorts of amplitude histograms. Data were from a 10-s recording of NMDA 
channels (same data as were illustrated in Fig. 12, where details are given). Resolution was set to 30 f.LS for 
shuttings and 40 f.LS for openings, with concatenation of contiguous open levels that differed by less than 
O.S pA. A: Distribution of fitted amplitudes (of the type listed in legend of Fig. 12). Openings with a duration 
of less than two risetimes (332 f.Ls) were excluded, which left 1049 amplitudes to be fitted (between 3.4 and 
6.0 pA) with a mixture of two Gaussian distributions by maximum-likelihood method using the original 
values. The components had means of 3.97 pA and 5.18 pA (the usual "40-pS" and "SO-pS" components 
seen in I mM Ca). The areas of the components were 11.8% and 88.2%, and the standard deviations were 
0.36 pA and 0.17 pA, respectively. Band C: All-points amplitude histogram. This histogram shows the 
amplitude of all data points within the fitted range (solid line in Fig. 12). This ensures freedom from the 
effects of baseline drift but means that the relative area occupied by the shut points is arbitrary. The small 
"40-pS" component is shown on an enlarged scale in C; this also makes more obvious the smearing that is 
inevitable in an all-points histogram. D, E, and F: Separate open-point and shut-point histograms. The data 
points that correspond to the regions where the fitted curve (see Fig. 12) was flat were collected separately 
for regions where the channel was shut and where it was open. This eliminates the smeared points during 
the transition from shut to open. The shut-point histogram in D is well fitted with a single Gaussian (standard 
deviation 0.12 pA). The open-point histogram in E (and, on an enlarged scale, in F) shows much clearer 
demarcation of the subconductance level than the all-points histogram. The fit with two Gaussian components 
is not perfect, though the fitted means, 3.97 pA and 5.17 pA, are almost identical to those found from the 
fitted amplitudes in A. 
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current amplitude, normalised to lie between the values of 0 and 1, the probability density 
function for the beta distribution can be written as 

I( ) = rea + b) (a-l)(l _ y)(b-l) 

y r(a)r(b) y 
(41) 

where 

In this result, rex) denotes the gamma function, which is a continuous version of the factorial 
function, such that rex + 1) = x! when x is an integer. The gamma function is tabulated 
by Abramovitz and Stegun (1965) or can be computed as described by Press et al. (1992). 
This result does not include the background noise in the recording, but by first convolving 
it with the baseline noise distribution and then fitting the result to the point-amplitude 
histogram, one can obtain estimates of the blocking and unblocking rate constants. 

The beta distribution method makes some undesirable assumptions. For example, a 
simple RC filter is never used in practice. For any more realistic filters, the theory becomes 
a great deal more complicated (A. Jalali and A. G. Hawkes, unpublished results), though 
Yellen (1984) showed that use of the beta distribution could work reasonably well with 
Bessel-filtered data. Second, it makes no allowance for spontaneous shuttings or for the 
excess open-channel noise (Sigworth, 1985, 1986) that exist in the absence of blocker. 

For these reasons, Ogden and Colquhoun (1985) preferred to use the noise spectrum 
(spectral density function) ofthe open-channel noise. Use of noise analysis allows approximate 
corrections to be made for excess open-channel noise, and it allows use of a realistic filter; 
expressions are given by Colquhoun and Ogden for the variance of Gaussian-filtered, or 
Butterworth-filtered Lorentzian noise. They were able to estimate the mean duration of 
blockage of a nicotinic channel by carbachol as about 9 f-LS (which is similar to that measured 
by direct time-course fitting). Heinemann and Sigworth (1990) used a noise analysis to 
estimate the mean duration of block of gramicidin channels by Cs+ as about 1 f-Ls. This latter 
value was confirmed by Heinemann and Sigworth (1991) by inspection of the cumu1ants of 
the point-amplitude distribution. The cumulant method provides a method of analysis of 
point-amplitude histograms that is complementary to the beta-function approach. The beta 
function works best with events that are comparable with the filter risetime, but the cumulant 
method is better for events that are much shorter than the risetime (but are widely spaced). 

5.3.3. Amplitude Histograms from Fitted Amplitudes 

The other main method for display of single-channel amplitudes is to measure the 
amplitude of each opening separately and to make a histogram of the results. The amplitudes 
can be measured by placing a cursor on the data on the computer screen, by eye, or by using 
a least-squares fit to the data as illustrated in Fig. 12. In either case, the amplitude can be 
measured only for events that are longer than about two risetimes, as explained in Section 
4.2.3. And in either case, the estimates are susceptible to bias resulting from undetected brief 
closures. The latter problem can be minimized by fitting all possible closures, even if they 
are so short that they will eventually be eliminated when a safe resolution is imposed (see 
Section 5.2.3). The histogram has only one value for each opening, so if more than one open 
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level is present, the relative areas of the components will represent the relative frequencies 
with which the levels occur (rather than the relative time spent at each level). 

An example of an amplitude histogram constructed in this way is shown in Fig 18A, 
for the same data that were used to illustrate the point-amplitude histograms. In principle, 
this histogram should show components even more clearly than the open-point-amplitude 
histogram, because smearing between transitions from one open level to another is avoided, 
as is smearing between open and shut levels. It is, on the other hand, somewhat less objective 
than the open-point-amplitude histogram. 

It is usual to fit (as described in Section 6.8.3) a Gaussian or a mixture of Gaussians 
both to amplitude histograms and to point-amplitude histograms in an attempt to resolve 
different conductance levels. In fact, this may not be appropriate in either case (as discussed 
in the preceding section for point-amplitude histograms). In the case of fitted amplitudes, 
the distribution often shows a sharper peak and broader tails than is expected for a Gaussian, 
as illustrated in Fig. 18A or, particularly clearly, in Fig. 17. 

A distribution of this sort is to be expected because the amplitude values are obtained 
from events of variable duration. The long events give the most precise estimates and cluster 
around the true value to give the sharp peak. Short events give values with more scatter and 
contribute to the tails. The distribution that would be expected is derived in Appendix 2. 
This result, although preferable to Gaussian fits, has not yet been used much in practice, 
probably because of the inconvenience involved in determining the background noise spec
trum. 

5.3.4. Mean Low-Variance Amplitude Histograms 

Patlak (1988) suggested a method for detection of peaks in amplitude histograms by 
searching the digitized data record for sections where the channel is open and the record is 
"flat." This is done by looking at sections of the data of fixed length (e.g., ten points). The 
mean and standard deviation of each such section is calculated, and this process is repeated 
after advancing the start of the data section by, for example, one point, until the end of the 
data is reached. A data section is deemed to be flat and therefore to represent a well-defined 
conductance level if its standard deviation is less then some specified multiple (e.g., 0.5 to 
2) of the standard deviation of the baseline noise. All sections that have a larger standard 
deviation than this are rejected, and a histogram is constructed of the mean amplitudes of 
the remaining sections. Three different values have to be specified to construct the histogram 
(the section length, the number of points to advance, and the threshold standard deviation), 
so a variety of histograms can be produced. This method may work well on some sorts of 
data, especially if the conductance levels are reasonably long-lived. However, use of sufficient 
filtering will make long-lived conductance levels obvious by any method of analysis. It is 
much harder to distinguish subconductance states that are short-lived. If the data sections 
are made shorter, their increased scatter means the histogram is more scattered, so peaks 
become hard to distinguish. And if the threshold standard deviation for inclusion is made 
lower, the number of points in the histogram is reduced, so again peaks become hard to 
distinguish with certainty. 

5.3.5. Subconductance Transition Frequencies 

When there is more than one open-channel conductance level, it may be of interest to 
measure the frequency of transitions from one open level to another (and from each open 
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level to the shut level). This provides another way to characterize quantitatively different 
receptors or subunit combinations (Howe et al., 1991; Stem et aI., 1992). It can also provide 
useful information about reaction mechanisms, and it allows a test of the principle of micro
scopic reversibility (see Chapter 18, this volume). For example, in the data shown in Fig. 
18, there are components with means of about 4 pA and 5 pA (i.e., conductances of about 
40 pS and 50 pS). When amplitudes have been fitted to each opening (Section 5.3.3), it is 
simple to categorize each transition in the idealized record as 0 ~ 50 pS, 50 ~ 0 pS, 0 ~ 
40 pS, 40 ~ 0 pS, 40 ~ 50 pS or 50 ~ 40 pS. This cannot, of course, be done with 
programs that produce only point-amplitude histograms. 

Calculation of a Critical Amplitude 

The amplitude components almost always overlap to some extent, so the classification 
of openings (into 40-pS and 50-pS classes in the above example) will not be entirely 
unambiguous. A critical amplitude, Ae, that minimizes the total number of amplitudes misclas
sified was used by Howe et al. (1991). This number is proportional to 

f'" rAe 
nmis = a\ /i(A)dA + a2 J( fiA)dA 

Ae 0 

= 0.5{a\[1 - erf(u\! j2)] + a2[1 - erf(u2! j2m (42) 

where f\ andf2 are the Gaussian densities for the components with smaller and larger means, 
respectively; a\ and a2 are proportional to the areas of these components; erf represents the 
error function (see Appendix 3.3); and u\ and U2 are standard normal deviates; Le., u\ = 
I(A - J.L\)!er\l, U2 = I(A - J.L2)!er21, where J.Lh er\ and J.L2, er2 are the means and standard 
deviations of the components. This is at a minimum when 

Thus, Ac may be found by solving the quadratic equation 

aA~+bAc+c=O (43) 

where the coefficients are defined as 

a = (lIer~) - (lIerT), 

b = 2[(J.L\! erT) - (J.L2! er~)], 

c = (J.L~!er~) - (J.Ly!erT) - 2In[(a2!er2)!(a\!er\)]. (44) 

5.4. The Open and Shut Lifetime Distributions 

There are only two directly observable types of distribution, the distribution of open 
times and the distribution of shut times or gaps (Le., of the durations of the intervals between 
openings). Although the open times are an obvious focus of attention, the shut times are 
equally if not more informative (see Chapter 18, this volume). Usually it is sensible to look 
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at the shut-time distribution first, because it is this that dictates whether or not it is feasible 
to divide the openings into bursts. 

It is preferable to refer to these distributions as those of apparent open times and 
apparent shut times because the effects of undetected shuttings and openings, respectively, 
mean that the results will rarely be accurate (see Sections 5.2 and 6.11 and Chapter 18, this 
volume). For example, if some shut times are too short to be resolved, then the measured 
openings will be too long, because some actually consist of two or more openings separated 
by unresolved gaps. The shut times may also be too long if they contain brief undetected 
openings. However the word "apparent" will, for brevity, be dropped when the intention is 
clear from the context. 

Both distributions are usually fitted by mixtures of exponentials, as in equation 30. The 
number of components in the open-time distribution should be equal to the number of open 
states, and the number of components in the shut-time distribution should be equal to the 
number of shut states. It is, of course, always possible that some of the components will be 
too small or too fast to be detected, so the distributions can provide only a lower bound for 
the numbers of states. Although these distributions are much more susceptible to errors 
resulting from missed events than are distributions such as that of the total open time per 
burst (see below), it is remarkable that such errors should not much affect the number of 
components that are found, even when the time constants of the components are quite wrong 
(see Section 12 of Chapter 18, this volume, Hawkes et al. 1992). 

When the patch contains more than one channel, even when no multiple openings are 
seen, there is no way to be sure whether or not a particular opening originates from the same 
channel as the preceding opening. This complicates the interpretation of the results (see 
Chapter 18, this volume). In cases in which the openings are observed to occur in bursts, 
there is often reason to think that all of the openings in one burst may originate from the 
same channel, even if the next burst originates from a different channel, so the gaps within 
bursts may be easier to interpret. It is therefore usually interesting to analyze the characteristics 
of bursts of openings when it is possible to do so. Distributions that are relevant to this case 
are considered in Section 5.5. 

5.4.1. Multiple Openings 

If the experimental record has periods when more than one channel is open, measurement 
of apparent open lifetimes becomes more difficult. Such records are useful for averaging to 
simulate a relaxation or for calculation of the noise from the patch recording. They may also 
be useful for estimating the number of active channels in the patch (see Chapter 18, this 
volume) and for testing for the mutual independence of channels. In general, however, records 
with multiple openings are unsuitable for looking at distributions of open times and shut 
times because, if two channels are open, there is no way of telling, when one of them closes, 
whether the one that closes is that which opened first or that which opened second. 

Although it is possible to recover open- and shut-time distributions from records with 
multiple openings (Jackson, 1985), it is generally desirable to use records that have only 
one channel open at a time or only very few multiple openings. In order to use the method 
of Jackson (1985), the number of active channels must be known, and in most cases this is 
difficult to estimate accurately (see Section 8 of Chapter 18, this volume), and this method 
cannot cope with subconductance levels, which almost all channels show to some extent. 

When there are only a few multiple openings in a record, one way to deal with them 
is to omit all the openings in the group where multiple openings occur and to measure the 
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lifetimes of only the single openings before and after this group. The time between these 
openings is not a valid shut time and must be marked as "unusable" in the idealized list of 
shut times so that it can be excluded from the shut-time distribution. This procedure tends 
to select against long openings, so the open times thus measured will be slightly too short 
on average. An alternative procedure would be to take the length of the group of multiple 
openings as a single open time, which would make the open times too long on average. If 
there are enough multiple openings in the record that the bias could be substantial, then both 
of these methods could be used; if the two methods give results that disagree by enough to 
matter, then the number of multiple openings is too large to allow any simple analysis. 

5.4.2. Distributions of Open Times Conditional on Amplitude 

When there is more than one conductance level, it will usually be interesting to look 
separately at open times for each level. For example, in the data shown in Fig. 18 there are 
components with means of about 4 pA and 5 pA (i.e., conductances of about 40 pS and 50 
pS). When amplitudes have been fitted to each opening (Section 5.3.3), it is simple to go 
through each opening and select the openings whose amplitudes lie in a specified range. The 
histogram is then plotted using the durations of these openings. A method for calculating 
an optimum critical amplitude that minimizes the number of rnisclassified amplitudes has 
been given above, in Section 5.3.5. 

It is, of course, necessary to exclude openings that are too short for their amplitudes to 
be well defined. This is done by excluding from fitting (see Section 6.8.1) all values below 
tmin = 2Tr or 2.5T .. rather than by imposing a low resolution on the data, as described in 
Section 5.2.4. Such analyses obviously can not be done with computer programs that do not 
fit an amplitude to every opening but rely only on all-point amplitude histograms. 

5.5. Burst Distributions 

5.5.1 Definition of Bursts 

In extreme cases, it will be obvious to a casual observer that openings are occurring in 
groups, separated by long silent periods, rather than at random (exponentially distributed) 
intervals. For example, Colquhoun and Sakmann (1985) observed groups of channel openings 
separated by very short shut periods of average duration around 40 fJ.s, even though the 
agonist concentration was so low that these groups occurred, on average, at intervals of the 
order of 500 ms (i.e., 104 times longer). Empirically speaking, openings will appear to be 
grouped into bursts whenever the distribution of all shut times requires two (or more) 
exponentials to fit it. If the time constants for the exponentials are very different, as in the 
above example, the bursts will be very obvious, and it will usually be quite clear whether 
any particular shut period should be classified as being within a burst or between bursts. If 
the time constants differ by less than a factor of 100 or so, the distinction becomes progres
sively more ambiguous. 

Burst characteristics can be rigorously defined in at least two different ways. These two 
definitions will be, for practical purposes, equivalent in cases (such as the example given 
above) in which the bursts are very obvious, but in general, they are different. The definitions 
are as follows. 

1. A burst of openings can be defined empirically as any series of openings separated 
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by gaps that are all less than a specified length (tcrit, say). In the example given above, we 
might take terit = 0.4 ms; the probability that a gap with a mean duration of 50 J.lS will be 
longer than 0.4 ms is about 0.3 per 1000, and the probability that a gap with a mean duration 
of 500 ms is less than 0.4 ms is about 0.8 per 1000. Thus, there is little chance that a gap 
would be wrongly classified in this case. A suitable value for terit must be chosen by inspection 
of the distribution of all shut periods before burst analysis is attempted. 

2. A gap within a burst can be defined, for a particular mechanism, as a sojourn in a 
particular (short-lived) state (or set of states), for example, the blocked state in the case of 
a simple ion channel-blocker mechanism (see Section 4 of Chapter 18, this volume). Gaps 
between bursts are then similarly defined as sojourns in a different (long-lived) state or set 
of states. This definition was adopted by Colquhoun and Hawkes (1982; see Chapters 18 
and 20, this volume). Unlike the first definition, it depends on an interpretation of the 
observations in terms of mechanism. Conversely, though, it allows inferences about mecha
nism from the observations; it connects the theory with the observations. On the other hand, 
unlike the first definition, it is not an algorithm that can be automatically and empirically 
applied to a set of data regardless of subsequent interpretation. 

Choice of the Critical Shut Time for Definition of Bursts 

There is no unique criterion for the optimum way to divide an experimental record into 
bursts. At least three methods have been proposed. 

Suppose that we wish to find a value of terit that lies between two components of the 
shut-time distribution. The slower component has, say, an area as and mean ts, and the faster 
component is specified by af and 'Tf (see equation 30). 

Jackson et al. (1983) proposed that terit should be defined as the shut-time duration that 
minimizes the total number of misclassified intervals. This criterion involves solving for terit 
the equation 

~ e-/cri,/Tf = as e-/cri,lTs (45) 
'Tf 'Ts 

The criterion proposed by Magleby and Pallotta (1983) and by Clapham and Neher (1984) 
is to choose terit so that equal numbers of short and long intervals are misclassified. This 
involves solving for terit the equation 

(46) 

A third approach is to choose terit so that equal proportions of short and long intervals are 
misclassified (Colquhoun and Sakmann, 1985). In this case, terit is given by solving 

(47) 

None of these three equations can be solved explicitly, but the value of terit can be found 
easily by numerical solution by, for example, the bisection method (Press et aI., 1992) with 
'Tf and 'T, as the initial guesses between which terit must lie. 

The three methods defined by equations 45-47 all give different values for terit, though 
46 and 47 will be the same when as = af. When the areas for short and long intervals differ 
greatly, the first two methods (especially the first) may result in misclassification of a large 
proportion of the rarer type of interval, and so it may sometimes be felt to be more appropriate 
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to use the third method, despite the fact that it does not minimize the total number of 
misclassifications. 

When the time constants, Tf and Ts are very different, as in the example above, it will 
make very little difference which of the methods is used. But the difference that is needed 
is often underestimated. If the record contains N shut times (and N open times) the number 
of bursts that are found will be N times the probability that a shut time is greater than terit. 

The latter probability is, from equation 36, 

(48) 

In the case of the two-component shut-time distribution, 

so, if terit » Tf, the first term will be very small, and if terit « Ts, then the second term 
will be approximately as, so the number of bursts located will be Nas for any value of terit 

that satisfies these criteria. Nevertheless, equation 48 shows that the number of bursts found 
decreases monotonically as terit is increased. There is no genuine plateau where it becomes 
independent of terit. 

Consider, for example, the case where Ts is 100 times longer than Tf; e.g., Tf = 1 ms, 
and Ts = 100 ms. When af = as = 0.5, the three methods in equations 45-47 give, respectively, 
terit = 4.65 ms, 3.40 ms, and 3.40 ms. The total number misclassified per 100 openings is, 
respectively, 2.75, 3.34, and 3.34, but the first method misclassifies 4.5% of long openings 
and 0.95% of short openings, whereas the last misclassifies 3.34% of both. When there are 
more short openings than long (i.e., many openings per burst), sayar = 0.9, as = 0.1, the 
results are the same for the last method, but 45 and 46 give terit = 6.87 ms and 5.18 ms 
respectively, and equation 45 gives the total number misclassified per 100 as only 0.757, 
though 6.6% of long openings and 0.10% of short are misclassified. 

If, however, Ts is only 10 times longer than Tf, e.g., Tf = 1 ms and Ts = 10 ms, then, 
when af = as = 0.5, the three methods give terit = 1.80 ms, 1.80 ms, and 2.56 ms, respectively, 
but even equation 45 misclassifies 15.2 shut times per 100, with 22.6% of long shut times 
being misclassified. Clearly, a factor of 10 is not big enough. This is apparent immediately 
from the fact that 16.5% of intervals with a mean length of 1 ms are greater than terit = 1.80 
ms, and 16.5% of intervals with a mean length of 10 ms are shorter than 1.80 ms. 

Once bursts have been defined, many sorts of distribution can be constructed from the 
idealized record, some of which are now listed. 

5.5.2. The Distribution of the Number of Openings per Burst 

We simply count the number of apparent openings (r, say) in each burst. Unlike the 
other distributions to be considered, this is a discontinuous variable; it can take only the 
integer values 1,2, ... , 00. This number will, of course, be underestimated if some gaps are 
too short to be resolved (see Sections 5.2 and 6.11 and Chapter 18, this volume). If there is 
only one sort of open state, the number of openings per burst is expected to follow a geometric 
distribution, i.e., 

P(r) = (1 - p)p,-l (49) 

which decreases with r (because p < 1). The mean number of openings per burst is 
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/.I. = 1/(1 - p) (50) 

Further details are given in Sections 6.1 and 6.8. Notice that P(r) decreases by a constant 
factor (p) each time r is incremented by 1. This property is characteristic of exponential 
curves, and the geometric distribution is in fact the discrete equivalent of the exponential 
distribution encountered elsewhere. When the mean becomes large, the distribution approxi
mates the exponential distribution with mean /.I., namely, /.I. -Ie-rilL. 

In general, the distribution will be a mixture of several such geometric terms; the number 
of terms will often be equal to the number of open states but may be fewer in principle 
(apart from the problem that not all components may be detectable). The question of the 
expected number of components is quite complex and is discussed in Section 13.4 of Chapter 
18 (this volume). 

5.5.3. The Distribution of Burst Length 

This is the length of time from the beginning of the first opening of a burst to the end 
of the last opening. Clearly, it will be relatively unaffected by the presence of short unresolved 
gaps, compared with the distributions of open times and of number of openings per burst. 
The distribution should be described by a mixture of exponentials, as in equation 30, under 
the usual assumptions. The number of exponential components is, in principle, quite large, 
being equal to the number of open states plus the number of short-lived shut states (see 
Chapter 18, this volume; Colquhoun and Hawkes, 1982). In practice it is unlikely that all 
components will be resolved, and under some circumstances the burst length distribution 
may be well-approximated by a single exponential, as described in Section 5.3 of Chapter 
18 (this volume). 

5.5.4. The Distribution of the Total Open Time per Burst 

This is the total length of all the openings in each burst. It is also relatively insensitive 
to undetected brief openings or shuttings (shuttings that are brief enough to be missed will 
cause only a small error in measuring the total open time). This distribution should also be 
described by a mixture of exponentials, as in equation 30. It is, in principle, simpler than 
the distribution of burst length, because the number of components is expected to be equal 
to the number of open states (Chapter 18, this volume; Colquhoun and Hawkes, 1982). This, 
together with the fact that it is less sensitive to missed events than the distribution of apparent 
open times, makes it the best distribution to look at in order to make inferences about the 
(minimum) number of open states. The distribution of the total open time per burst is also 
of interest because it is predicted, surprisingly, that it will not be affected by a simple channel 
blocker (see Chapter 18, this volume). This prediction provides a useful way of investigating 
blocking mechanisms (Neher and Steinbach, 1978; Neher, 1983; Colquhoun and Ogden, 
1985; Johnson and Ascher, 1990). 

The distribution of the total shut time per burst may also be of interest for some sorts 
of interpretation (Colquhoun and Hawkes, 1982). 

5.6. Cluster Distributions 

Sakmann et al. (1980) observed that bursts of openings could themselves be grouped 
together into clusters of bursts with long gaps between clusters. They were looking at nicotinic 



538 David Colquhoun and F. J. Sigworth 

channels with high agonist concentrations, and the long silent periods between clusters 
occurred when all the ion channels in the patch were in long-lived desensitized states. In 
records of this sort it is often possible to say, with a high degree of certainty, that all of the 
openings in one cluster originate from the same individual ion channel. All of the shut times 
within a cluster can therefore be interpreted in terms of mechanism, even when the number 
of channels in the patch is not known (see Section 8 of Chapter 18, this volume). Such 
clusters are also useful for measurement of the probability that a channel is open (Popen)' as 
described in Section 5.1.7. 

Another case in which clusters of bursts (and superclusters of clusters) have been 
observed is the NMDA-type glutamate receptor (Gibb and Colquhoun, 1991, 1992). Measure
ments at very low agonist concentrations allow resolution of this unusually complex structure 
if the individual channel activations and subdivision of the record into bursts of openings 
and into clusters of bursts should aid in the interpretation of such records. The relevant 
theory has been given by Colquhoun and Hawkes (1982). This can, of course, be done only 
when the time constants of the shut-time distribution are sufficiently well separated (see 
Section 5.1). The mean gap between clusters should preferably be at least 100 times greater 
than the mean gap between bursts (within a cluster); and the latter should preferably be 100 
times greater than the shut times within a burst. 

Of course, we are quite free to treat the whole cluster as a long burst by an appropriate 
choice of terit (see Section 5.5.1); these bursts can then be analyzed like any other (they will 
have a rather complex distribution of gaps within bursts). Equally, we can ignore the clustering 
and analyze the individual bursts as above (the distribution of gaps between bursts would 
then be rather complex). 

When the record is divided into clusters of bursts, a large number of different sorts of 
distributions can then be constructed, for example, the length of the kth burst in a cluster 
and the distribution of gaps between bursts within clusters; further details are given by 
Colquhoun and Hawkes (1982). 

5.7. Measurement and Display of Correlations 

Certain types of mechanism can give rise to correlations between the length of one 
opening and the next or between the length of an opening and that of the following shut 
time. When this happens, the correlation will gradually die out over successive openings: 
there will be a smaller correlation between the length of an opening and the length of the 
next but one opening (described as a correlation with lag = 2), and so on for increasing 
lags. Such correlations have been observed for both nicotinic and NMDA receptors. Measure
ments of correlation can give information about mechanisms, in particular information about 
how states are connected, that cannot be found in any other way. The origin and interpretation 
of correlations are discussed in Section 10 of Chapter 18 (this volume), where appropriate 
references will be found. We shall discuss here the ways in which correlations may be 
measured and displayed. 

5.7.1. Correlation Coefficients and Runs Test 

Perhaps the simplest way to test for correlations is to use a runs test, as employed by 
Colquhoun and Sakmann (1985). To do this, open times (or shut times or burst lengths, etc.) 
that are shorter than some specified length (e.g., 1 ms) are represented as 0, and values 
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longer than this length are represented as 1. We then ask whether runs of consecutive 0 
values (or of consecutive 1 values) occur with the frequency expected for independent events. 
If, for example, long openings tend to occur together, this will produce long runs of 1 values. 
Say there are no zero values, n\ unity values, and n = no + n\ values altogether. The number 
of runs, NT say, in the data is then counted, a run being defined as a contiguous section of 
the series that consists entirely of (one or more) 0 values or entirely of 1 values (thus 110001 
has three runs). If the series is random, then the mean and variance of NT will be 

(51) 

The test statistic 

(52) 

will have an approximately Gaussian distribution with zero mean and unit standard deviation, 
so a value of Izl larger than about 2 is unlikely to occur by chance. 

The extent of correlation for any specified lag m can be calculated as a correlation 
coefficient, r m' If the observations (e.g., open times, shut times, burst lengths, etc.) are denoted 
tJ, t2, ••• , tm with mean t, then the correlation coefficient is calculated as 

i=n-m :L (t; - 1)(tHm - I) 
;=\ 

r = --'--------m i=n (53) 

:L (t; - 1)2 
;=\ 

5.7.2. Distributions Conditional on Length of Adjacent Event 

The calculations in the last section give no visual impression of the strength of correla
tions, but various graphical displays that do so can be made. For example, the distribution 
of the length of openings conditional on the length of adjacent shut time can be constructed. 
Examples of such conditional distributions are shown in Chapter 18, this volume, (Section 
10, Fig. 13). If, as in these examples, short openings tend to occur next to long shuttings, 
then the distribution of open times, conditional on the open time being next to a long shutting, 
will show an excess of short openings (relative to the overall open-time distribution). In 
order to construct such a conditional distribution from experimental data, it is necessary to 
specify a range of shut times rather than a single value. For example, to construct a distribution 
of open times conditional on the adjacent shut time being between 0.05 and 0.3 ms, simply 
locate all the open times that are adjacent to shut times that fall in this range and plot the 
histogram of these openings. 

A more synoptic view can be obtained by restricting attention to the mean open times 
rather than looking at their distribution. Define several shut-time ranges and then plot the 
mean open time (for openings that are adjacent to shut times in each range) against the 
midpoint of the range. It will generally be best to center these shut-time ranges around the 
time constants of the shut-time distribution. The mean open time may also be plotted against 
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the mean of the shut times in the range rather than against the midpoint of the range. An 
example is shown in Chapter 18 (this volume, Fig. 12). The mean open time decreases as 
the adjacent shut time increases. 

A third way to display correlation information is to construct a two-dimensional depen
dency plot (Magleby and Song, 1992). This plot is explained and illustrated in Chapter 18 
(this volume, Section 10). 

5.7.3. Distribution of Open Time Conditional on Position within the Burst 

The distributions of quantities such as (1) the length of the kth opening in a burst or 
(2) the length of the kth opening in a burst for bursts that have exactly r openings are 
potentially informative when there are correlations in the data. If these distributions differ 
for different values of k (or of r), these variations can be tested against the predictions of 
specific mechanisms, which can be calculated as described by Colquhoun and Hawkes, 1982; 
Chapter 20, this volume). Such distributions are, however, likely to be rather sensitive to 
undetected brief events (see Section 6.11 below; Section 12 of Chapter 18, this volume). 
Their potential has yet to be exploited. 

5.8. Distributions following a Jump: Open Times, Shut Times, and 
Bursts 

It is often of interest to measure single-channel currents following a rapid (step-like) 
change of membrane potential or of ligand concentration (a voltage jump or concentration 
jump). The principles underlying such measurements are discussed and exemplified in Section 
11 of Chapter 18 (this volume). 

Notice that application of a rectangular pulse (of membrane potential or of ligand 
concentration) is actually two concentration jumps. In terms of macroscopic current, the first 
step is sometimes referred to as the "on-relaxation," and the second, when the stimulus is 
returned (usually) to the prejump condition, is referred to as the "off-relaxation." In the 
context of voltage-activated channels (but, for no particular reason, not for agonist-activated 
channels), the off-relaxation is often referred to as a "tail current"; it is probably rather 
unhelpful, though harmless, to use a separate term for an off-jump, since it does not differ 
in principle from an on-jump. Sometimes attention is focused mainly on the on-relaxation 
(e.g., when a step depolarization opens a voltage-activated channel); sometimes the main 
focus is more on the off-relaxation (e.g., the events following a brief pulse of agonist applied 
to an agonist-activated channel). 

The distribution of the latency until the first opening occurs is of crucial importance for 
understanding topics such as the shape of synaptic currents or the mechanism of inactivation of 
sodium channels (see Chapter 18, this volume). In principle it is easy to measure it from 
experimental records. The main problem in practice is that it cannot be interpreted unless 
there is only one channel in the patch (or at least a known number of channels). This is 
often hard to achieve. 

Even when the channel shows no correlations, the distribution of first latencies is 
expected to differ from that of other shut times (see Chapter 18, this volume), though in this 
case the distributions of all subsequent shut and open times should be the same as those at 
equilibrium. When the channel shows correlations, the distributions (and hence means) of 
the first, second, ... open time, and shut time, after the jump may differ from their equilibrium 
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values. If the channel also shows correlations between burst lengths, then the distributions 
of the first, second, etc. burst length following the jump will also differ. After a sufficient 
number of openings has occurred, the eqUilibrium distributions will eventually be attained. 
Further details and examples can be found in Chapter 18 (this volume, Sections 10 and 11). 

5.8.1 Delays in the Recording System 

When first latencies are being measured, it is obviously very important that we know 
precisely when the step was applied (Le., where t = 0 lies on the experimental record). 

Voltage Jumps 

In the case of voltage jumps, this problem has been discussed in detail by Sigworth 
and Zhou (1992). It is important to compensate properly for the large capacitative current 
artifact that accompanies a voltage jump applied with the patch clamp. Methods for doing 
this are discussed in Chapter 7 (this volume) and by Sigworth and Zhou (1992). The voltage 
jump may not be applied to the patch at the precise moment that the command pulse is 
applied. This can happen because vagaries of the relative timing of DAC outputs and ADC 
inputs: these depend on the characteristics of the computer's real-time interface and on 
precisely how it is programmed. Delays may also occur when the command pulse is filtered 
(to reduce its maximum rate of rise). The true t = 0 point on the record can be estimated 
by measuring the time from when the command pulse starts to the midpoint of the instanta
neous current (the current that flows "instantly" through channels that are already open when 
the potential changes). Alternatively, the capacity compensation can be slightly misadjusted, 
and then one can measure the time to the peak of the resulting capacitative current. These 
procedures are illustrated by Sigworth and Zhou (1992). 

Concentration Jumps 

In the case of concentration jumps, delays may be much greater than for voltage jumps. 
Typically, a jump is applied to an outside-out patch by moving (by means of a piezoelectric 
device) a theta glass pipette from which two solutions flow, so the interface between the 
solutions moves across the patch. Delays arise primarily because of the time taken for the 
command pulse to be translated into movement of the piezo and the time taken for the 
solution leaving the theta glass to reach the patch. The delay can be measured as follows. 
Break the patch at the end of the experiment and flow a hypotonic solution through one side 
of the application pipette; then measure the time from application of a command pulse to 
the piezo to the appearance of a junction response. It is obviously important that the relative 
position of patch and application pipette remains the same throughout. It is still better if the 
measurement of delay can be made with the patch intact, as it is during the experiment proper. 
This may be possible, for example, by applying a step change in potassium concentration while 
a potassium-permeable channel is open (the channel opening itself can be used to trigger 
the command pulse to the piezo). This method was used by Colquhoun et al. (1992) to 
estimate the rate at which concentration changes at the patch surface; it is also an ideal 
method to measure delay (as long as an appropriate channel can be found). 

There will also be a delay in the current-measurement pathway, essentially all of which 
is caused by filtering. An eight-pole Bessel filter introduces a delay (in seconds) of O.51!fc, 
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where!c is the - 3 dB frequency in Hertz. For example, a I-kHz filter introduces a delay of 
510 f.Ls (Sigworth and Zhou, 1992). 

The fitting of the results of jump experiments is considered later, in Section 6.13. 

5.9. Tests for Heterogeneity 

It is, unfortunately, quite common for more than one sort of channel to be in the patch 
of membrane from which a recording is made. This may be the case not only with native 
receptors but also with recombinant channels expressed in oocytes (e.g., Gibb et aI., 1990); 
injection of a defined set of subunit RNAs does not necessarily guarantee that a single well
defined sort of channel will be produced (see also Edmonds et aI., 1995a,b). This sort of 
heterogeneity will make distributions confusing and serious kinetic analysis impossible. It 
is, therefore, important to know when it is present. 

One criterion that has been used for agonist -activated channels is based on P open measure
ments (see Section 5.1.7). At high agonist concentrations, when the probability of the channel 
being open is high, openings appear in long clusters separated by even longer desensitized 
periods (Sakmann et aI., 1980; see also Section 5.6). Because all of the openings in one 
cluster are likely to arise from the same individual channel, a value of P open can be measured 
from each cluster (by integration or' by measuring individual open and shut times; see 
Colquhoun and Ogden, 1988, for example). The next cluster may arise from a different 
channel, but it should give, within sampling error, the same value for P open if all the channels 
in the patch are identical. 

An excellent method for assessing whether the P open values (or open times or shut times, 
etc.) vary to a greater extent than expected from sampling error was proposed by Patlak et 
al. (1986). They used a randomization test (an elementary account of the principles of 
randomization tests is given by Colquhoun, 1971). This method has been used, for example, 
by Mathie et al. (1991) and by Newland et al. (1991). Suppose that measurements are made 
on N clusters of openings, and ni is the number of openings in the ith cluster. The observed 
scatter of the measurements, Sobs, can be measured as 

(54) 

where Yi represents the measurement of interest (e.g., Popen or mean open time or mean shut 
time) for the ith cluster. The probability of observing a value of Sobs (or larger) on the null 
hypothesis that the clusters are homogeneous, can then be found as follows. Take all the 
measured open and shut times from all the clusters as a single group and select at random 
from them N groups of ni values. Then calculate the scatter from these artificially generated 
clusters, using equation 54 in exactly the same way as was done for the real measurements; 
this will produce a value that may be denoted Sran. This randomization procedure is then 
repeated many times (e.g., 1000 or more). A histogram can be constructed from the values 
of Sran so generated. The fraction of cases in which Sran exceeds the observed value, Sobs, is 
the required probability. If it is very small, then it is unlikely that the null hypothesis was 
correct, and it must be supposed that the channels are heterogeneous. 
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6. The Fitting of Distributions 

6.1. The Nature of the Problem 

The term fitting means the process of finding the values of the constants in some 
specified equation that produce the best fit of that equation to the experimental data. This 
definition implies that one must (1) decide on an appropriate equation to fit to the data, (2) 
decide what the term "best" means, and (3) find an algorithm that can then find the best fit. 
It is perhaps worth noting that the process of fitting involves thinking in a somewhat inverted 
way. Normally, one thinks of the data as being variable and the parameters in an equation 
(e.g., the slope and intercept of a straight line) as being constants. During the process of 
fitting, though, the data are constant (whatever we happened to observe), but the parameters 
("constants") are varied to make the equation fit the observations. 

There are two quite different approaches to fitting, which may be called (1) empirical 
fitting and (2) fitting a mechanism directly. In the former case, exponentials (or geometrics) 
are fitted without necessarily specifying any particular mechanism; the parameters are the 
time constants and areas of the exponential components. In the latter approach, the parameters 
to be fitted are not the time constants of the exponentials but the underlying rate constants 
in a specified mechanism. The former approach is by far the most common, and it will be 
discussed next. The direct fitting of mechanisms requires consideration of missed events and 
will be discussed later, in Section 6.12. 

6.1.1. Empirical Fitting of Exponentials 

In practice, this usually means fitting a mixture of exponential distributions to data that 
consist of a list of time intervals (e.g., a list of apparent open times, shut times, or burst 
lengths, found as described earlier). Similarly, a mixture of geometric distributions may be 
used to fit the number of openings per burst, etc. This process is not entirely empirical, 
however, because there is good reason to expect that these may be appropriate equations. 
Any "memoryless" reaction mechanism is expected to result in observations that can be 
described by exponentials (or geometrics), as described in Chapter 18 (this volume), so they 
are obviously sensible things to fit. There is, of course, no guarantee that they will fit 
adequately. For example, (1) the effect of limited time resolution will, in principle, result in 
nonexponential distributions (e.g., Section 6.11, Chapter 18, this volume; Hawkes et ai.. 
1990, 1992), or (2) the transition rates may not be constant, e.g., because membrane potential 
or ligand concentration are not constant, or (3) the mechanism may be genuinely non
Markovian. These topics are discussed at greater length in Chapter 18 (this volume). 

The general form for a mixture of exponential densities has already been given in 
equation 30. If aj represents the area of the ith component, and Tj is its mean or time constant, 
then, when there are k components, 

f(t) = alT,le-1/T + a2Tile-liT2 + ... 
k 

= L ajTjle-I/Ti (55) 
j=l 

The areas add up to unity, i.e., Iaj = 1, and the overall mean duration is IajTj. Although it 
was stated above that the areas are proportional, roughly speaking, to the number of events 
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in each component, it must be emphasized that, in general, the areas and time constants 
(means) of the components have no separate physical significance. An approximate physical 
interpretation of the components may be possible in particular cases (some examples are 
given in Chapter 18, this volume), but they must be demonstrated separately in each case. 
The density is sometimes written in the alternative form 

k 

f(t) = ~ Wie-tlTi 

i=1 

(56) 

where the coefficients Wi are the amplitudes (dimensions S-I) of the components at t = 0. 
Clearly, they are related to the areas thus: 

(57) 

The cumulative exponential distributions have already been given in equations 35 and 36. 

6.1.2. Empirical Fitting of Geometrics 

The general form for a mixture of geometric distributions (see Section 5.5.2) with k 
components, is 

k 

Per) = ~ aiel - pJpi- l , r = 1,2, ... , 00 (58) 
i=1 

where ai is the area of the ith component, and Pi is a dimensionless parameter (Pi < 1) (see 
Chapters 18 and 20, this volume). Alternatively, this can be written as 

k 

Per) = ~ wiPi- 1 

i=1 

(59) 

where the coefficients Wi are the relative amplitudes, at r = 1, of the components. The area 
and amplitudes are related by 

(60) 

The "means", fl.i' of the individual components (which, as for exponentials, will not generally 
have any separate physical significance) are 

fl.i = 1/(1 - pJ (61) 

and the overall mean is 

(62) 
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Thus, yet another general form for a mixture of geometric distributions is 

k 

P(r) = L aj~il(1 - ~ily-l (63) 
i=l 

Under certain circumstances (see Section 13.4 of Chapter 18, this volume), it is predicted 
that there will be a component with p = 0, i.e., from equation 62, a component with a mean 
of exactly one opening per burst. Such a component will contribute to P(I) only. 

The cumulative form of the geometric distribution, i.e., the probability that we observe 
n or more (e.g., the probability of observing n or more openings per burst) is 

k 

P(r ~ n) = L aiPi- 1 

j=l 

6.1.3. The Numher of Parameters to Be Estimated 

(64) 

In the cases of both exponential and geometric distributions there are 2k - 1 parameters, 
the values of which must be estimated from the data by the fitting process. For exponentials 
there are k different time constants, Tj (or rate constants, h. j = I/Tj) and k - 1 values for the 
areas, aj (the areas must sum to 1, so estimation of k - 1 values defines the kth value). For 
geometries, the parameters could be k values of ~i (or of p;), plus k - 1 values for the areas, 
aj. Sometimes it may be desirable not to estimate all of these parameters from the data but 
to fix the values of one or more of them (they might, for example, be fixed at values that 
have already been determined from earlier experiments). This should improve the precision 
of the remaining parameters that are estimated from the data. 

It will always be sensible to constrain the values of the time constants, Tj, to be positive 
when fitting exponentials. Negative values are obviously impossible, so the fitting routine 
should be prevented from trying negative values. Similarly, in fitting geometries, the values 
of ~j should be constrained to be not less than 1 (or, if fitting Pj, the pj values should be 
constrained to lie between 0 and 1). When fitting steady-state distributions, the areas, ai' of 
the components are expected to be nonnegative too, so it may help the fitting process if they 
too are constrained. However, some sorts of distribution (for example that of the shut time 
preceding the first opening after a jump) may well have one or more negative areas; in such 
cases it is important that the program not constrain areas to be positive (see Sections 7 and 
11 of Chapter 18, this volume). 

6.2. Criteria for the Best Fit 

The usual approach is to define a measure of the goodness of fit (or of the badness of 
fit) of the fitted distribution to the experimental observations. The parameter values are then 
chosen to maximize the goodness of fit (or to minimize the badness of fit). Different measures 
of goodness of fit will give different estimates of the parameters from the same data. 

For conventional curve fitting (e.g., to ordinary graphs or to macroscopic currents), the 
weighted least-squares criterion is usually supposed (and in some cases has been shown) to 
be the best method. In such cases the distribution of the observations is almost always 
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unknown. In the single-channel context, though, the problem is rather different. The distribu
tion of the observations is known-it is what is being fitted. It is, therefore, possible to do 
better by using the maximum-likelihood approach. 

The likelihood function provides a measure of goodness of fit and is discussed in 
Sections 6.5-6.9. Other, less good, methods appear in the literature, e.g., the XZ statistic 
(which provides one measure of badness of fit and is discussed in Section 6.4). Still worse, 
one can find some wholly inappropriate use ofleast-squares criteria, or even "curve stripping" 
on semilogarithmic plots, but they are not worth discussion here. 

All fitting methods will give much the same results if the amount of data is very large 
and the fit very close, but this is rarely the case in the real world. The maximum-likelihood 
method is undoubtedly preferable to any other for the purposes of fitting distributions, and 
the speed of computers is now such that there is no reason to use any other method. 

6.2.1. How Many Components Should Be Fitted? 

If a specified mechanism is being fitted (see Section 6.12), the mechanism dictates the 
number of exponential components, so there is no problem. But when exponentials are being 
fitted without reference to a mechanism, it is often difficult to decide how many components 
should be fitted to the observations. For example, in Fig. 15 the shut-time data are shown 
fitted with both a two-exponential fit and a three-exponential fit. The fastest and slowest 
components are obvious, but the intermediate component (with l' = 1.31 ms) has only 3.7% 
of the area and could easily be missed, especially if the log display were not used and the 
histogram that reveals this component most clearly (Fig. 15B) were not inspected. It could 
also be missed easily if the amount of data were smaller. 

There are three ways in which to judge the number of components that are needed: (1) 
visual inspection of the histograms-e.g., in Fig. 15 the need for the third component is pretty 
convincing when the appropriate display is inspected. (2) By checking the reproducibility of 
the time constants and areas from one experiment to another (if they are not reasonably 
reproducible you are probably trying to fit too many components). And (3) statistical tests -
the question can be asked 'is there a statistically-significant improvement in the fit when an 
extra component is added?' The second of these methods is by far the most reliable. 

The Statistical Approach 

The statistical approach is easy to apply when the fitting is done by the method of 
maximum likelihood (see below). This and related questions are discussed by Hom (1987). 
Denote as L the maximum value for the log(likelihood), i.e., the value evaluated with the 
best-fit parameters, L(S) (see Sections 6.5-6.8). Suppose that the same data are fitted twice. 
First we fit kl components (and hence nl = 2kl - 1 parameters), yielding a maximum value 
for the log-likelihood of L l • Next we fit the same data again, but with more components 
(say kz components and hence nz = 2kz - 1 parameters); this time the maximum value for 
the log-likelihood is Lz. With more free parameters to adjust, the second fit is bound to be 
better (so Lz > L1), but is it significantly better or not? The extent of the improvement in 
fit can be measured by 

R=Lz-Lz 

where R is the log likelihood ratio, i.e., the logarithm of the ratio of the two likelihoods, 
defined such that the ratio is greater than 1 (R > 0). It can be shown (e.g., Rao, 1973) that, 
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if the correct number of components were klo then 2R would have (for large samples) a X2 

distribution with n = n2 - n\ degrees of freedom. Thus, by obtaining the probability 
corresponding to 2R (by computation or from a X2 table), it is possible to judge whether the 
second fit is significantly better. The P value so found is the (approximate) probability that 
fitting with k2 components would produce, by chance, an improvement in fit equal to (or 
greater than) that observed, if in fact the fit with k\ components were correct. If P is 
sufficiently small, it would be concluded that chance alone is unlikely to account for the 
observed improvement, so the larger number of components is justified. 

The Criterion of ReprodUcibility 

The problems with the statistical approach are, as for all significance tests, of two sorts. 
First, a nonsignificant difference does not mean that there is no difference, merely that a 
difference could not be detected (possibly because it was not a good experiment). Second, 
the test copes only with random errors and cannot allow for the systematic errors that are 
so common in real experiments. Nevertheless, if the experiment cannot be repeated, this is 
probably the best approach. 

Normally, though, a distribution (such as that in Fig. 15) is not determined only once 
but many (or at least several) times in separate experiments. The question then arises about 
what should be done if some experiments appear to be fitted well by two components but 
others require three. This question shows the inadequacy of the statistical approach. The 
number of components that are required is dictated by the mechanism involved and does 
not change from one experiment to another (as long as they are all done with the same 
channel type and are not invalidated by heterogeneity of the channels). However, the amount, 
and quality, of the data, and hence one's ability to detect components, may vary considerably 
from experiment to experiment. This is illustrated nicely by the history of the data shown 
in Fig. 15. At first distributions of this sort were usually fitted with two components. However, 
it became apparent that quite often the data needed three components, as in the case shown. 
Once this had become quite convincing, the earlier data sets were all refitted with three 
components, whether or not this produced a significant improvement in any individual 
experiment. The results showed that, within reasonable limits, the time constant and area of 
all three components were reproducible from one experiment to another. This is the strongest 
sort of evidence for the need for three components, and it is the procedure that should be 
adopted whenever possible. 

6.3. Optimizing Methods 

In order to begin, one should obtain a good optimizing computer subroutine or procedure. 
These are general-purpose programs that are designed to find (given initial guesses for them) 
the parameter values that minimize (or maximize) any specified function and so can be used 
to maximize the likelihood (or, equivalently, to minimize the negative likelihood-most 
routines are designed to mimimize). 

The user has to supply only a subroutine or procedure that, when supplied with values 
for the parameters, will calculate a value for the quantity to be minimized (e.g., a value for 
the minus log-likelihood; see below). The minimization subroutine then adjusts the values 
for the parameters, and for each set of parameters it calls the user's routine to see how well 
the parameters fit the data. It is not expected that the user's routine will itself change the 
parameter values (though it can be useful to have it do so, as described below). 
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The fitting process is shown graphically in Fig. 19 in the case where there is only one 
parameter to be estimated. We simply find the value of the parameter that corresponds to 
the maximum log-likelihood. In the case where two parameters are to be fitted, we would 
need a three-dimensional version of this graph, with the possible values of the two parameters 
on the x and y axes and the value of the likelihood that corresponds to each pair of parameter 
values sticking out of the paper on the z axis. This sort of graph is often shown as a contour 
map in two dimensions, with parameter values on x and y axes and the corresponding 
likelihood values marked on contours. The contour map portrays, in geographic terms, a 
hill, and the problem is now simply to find the top of the hill; this is the maximum likelihood, 
and the pair of parameters that are the coordinates of the maximum are the maximum-likelihood 
estimates of the parameters. Since optimizing subroutines usually minimize functions, the 
more common geographic analogy is that we are searching for the bottommost point in a 
valley. These graphical analogies are usually an excellent way to picture what is happening 
(though in ill-behaved cases it is possible for contour lines to cross each other, which is not 
allowed in ordinary maps; e.g., see Colquhoun, 1971, Fig. 12.8.2). 

There are very many programs available. They may be found in many standard libraries 
(such as NAG or IMSL) or by inquiry from your local computer center. The main choice 
lies between simple search methods and more complicated gradient methods. A much faster, 
noniterative method for fitting macroscopic exponential curves by use of Chebyshev polyno
mials is available, but it is inappropriate for fitting distributions. Even for macroscopic 
exponentials, it cannot be recommended until such time as the properties of the estimates it 
provides (in comparison with least-squares estimates) have been fully explored. 

6.3.1. Simple Search Methods 

The simple search methods look for the bottom of a valley by trying various sets of 
parameter values and simply noting whether one set of values is better than the previous 
set. "Better" means "further down the valley"; i.e., the user-defined subroutine produces a 
smaller value of the quantity to be minimized. 

An advantage of search methods is that they usually converge (approach the bottom of 
the valley) reliably, even with poor initial guesses or when the function is ill behaved. These 
properties can be quite important. It is a considerable advantage in practice to be able to 
give rather rough initial guesses (it takes time to find good guesses). Even more important 
is the ability of these methods to cope with any sort of constraint on the values being fitted. 
For example, in fitting the time course of single-channel openings, as described in Section 

Figure 19. The log-likelihood, L(T), of a particular value of the time constant, T, plotted against T (continuous 
line) for the case of a simple exponential distribution (from equation 71). Graphs are given for samples of 
size n = 3 (A), n = 10 (B), and n = 100 (C). The dashed line shows the quadratic curve that has the same 
curvature at the maximum as L(T), namely Q(T) = Q(T) - (T - Tf12s2 where s = TI In (see equation 80). 
The curves have been drawn for the case T = I, and the abscissa can be interpreted as TIT. In graph A, the 
definition of standard deviations and likelihood intervals is illustrated for the case of m = 2 unit likelihood 
intervals and the corresponding :!::2-standard-deviation intervals (see Table I and Section 6.7.2). A horizontal 
dashed line is drawn two units below the maximum, i.e., at L(T) - 2. The points at which this intersects the 
continuous line give the lower and upper limits (Tlow and Thigh) for T. The points of intersection with the 
dashed line give the 2-standard-deviation limits, T :!:: 2S(T). For large samples, the dashed and continuous 
lines become similar, so the two approaches to error specification give similar results (see also Table I). 
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4.2, it is desirable to constrain the amplitude of a short opening to be the same as that of 
the nearest opening that is long enough to have a well-defined amplitude. But as the parameter 
estimates are adjusted, what is considered "short" and "long" may change, so the function 
being fitted changes as the fitting progresses, and this function may itself change the parameter 
values. A similar sort of thing occurs in fitting distributions. If the k - 1 areas being fitted 
are adjusted by the minimization routine so that they add up to 1 or more, and it is desired 
to prevent the kth area being negative (this is not always desirable-see Section 6.1.3), then 
the function that is being minimized can scale all the area values down so they add up to, 
say, 0.99, and return the altered values to the minimization routine. Such tricks are very 
useful, but gradient methods tend to take grave exception to them, whereas search methods, 
which care only about whether the function is reduced or not, carry on quite happily. 
Search methods also take little computer memory (though this is rarely critical with modern 
computers). On the other hand, search methods are usually rather slow, especially in the 
later stages of convergence when high precision is demanded. 

Simple search methods include patternsearch (see Colquhoun, 1971), and the simplex 
method (NeIder and Mead, 1965; O'Neill, 1971; Hill, 1978; Press et al., 1992). Care is 
needed because there are many versions of simplex in circulation, some of which are not 
very good. The version given by Press et al. (1992), called AMOEBA, appears to be quite 
satisfactory; the version they give is somewhat inconvenient to use as it stands, so an example 
is given, in Appendix 3 (Section A3.4), of a small subroutine that may conveniently be used 
to call AMOEBA. The program as it stands is rather minimal; it can be improved, for example, 
by adding code (1) to print out the progress of the iterations, (2) to abort the program from 
the keyboard if it appears to be stuck, (3) to test the convergence by the parameter step size 
rather than by the reduction in the function, (4) to keep track of the absolute minimum 
encountered (which may sometimes be better than the final result), and (5) to restart the 
minimization if a local search after convergence suggests that further improvement is possible. 
A particularly valuable addition is code to allow the values of specified parameters to be 
fixed (e.g., at values determined from other experiments) rather than estimated. This can be 
achieved by defining the parameter array (theta, in Section A3.4) to contain all of the 
parameters (so it can be used for calls to the function or for printing the current parameter 
values), but defining a second array from which the fixed values are omitted for use by 
simplex when it is adjusting the parameter values. 

6.3.2. Gradient Methods 

There are many types of gradient methods (see Press et aI., 1992, for a brief survey). 
They have in common the characteristic that, given a set of parameter values that define a 
point on the surface of the value, they calculate the slope of the surface at that point and 
use this value to work out the next set of parameter values to try. For example, they may 
work out the direction of steepest descent and follow this path in the hope that it is the 
fastest way to the bottom of the valley. 

Gradient methods fall into two main categories, as far as the user is concerned. One 
category requires only that the user supply a subroutine to calculate, for a specified set of 
parameter values, the value of the function to be minimized, exactly as for search methods. 
The other category requires that, in addition, the user supply a subroutine to calculate the 
first derivatives of the function to be minimized. The latter type allows gradients to be 
calculated faster, but is much less flexible for the user, because for each function that is to 
be fitted the user must differentiate it algebraically and write a subroutine to evaluate these 
derivatives, which may be quite complicated. 
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The gradient methods usually take fewer iterations to converge and so may be much 
faster than search methods. On the other hand, they often converge less reliably and require 
better initial guesses, and it may be difficult or impossible to impose the required constraints 
on the fit with this sort of method, as exemplified above. 

6.4. The Minimum-x2 Method 

This method is really obsolete, but it will be described here because it has been quite 
widely used in the past and will give satisfactory results if the data are good enough. In 
order for this method to be used, the observations must first be grouped into a histogram. 
The data for the fitting are the frequencies of the observations in each bin. Thus, the parameter 
values will depend, to some extent, on the bin widths that are chosen to display the histogram 
(this is not the case with the maximum-likelihood method). The observed number of values 
in the jth bin will be denoted r/". The X2 statistic is a measure of the deviation of this 
observed value from the fitted (or calculated or expected) frequency. The value of the expected 
frequency depends, of course, on the values of the parameters (time constants, etc.) that are 
chosen, so we shall denote itJi(6) where 6 represents the values of all the parameters. For 
example, when fitting two exponentials, the parameters could be Tit T2, and ah so 6 = 
[Tl T2 all (this is, in the notation of the appendix to Chapter 20, this volume, a vector, but 
it can be read here as a set of parameter values). The expected frequency is calculated from 
the equation for the distribution (e.g., equation 55), which, as discussed in Section 5.1.5, is 
approximately proportional to the frequencies if the bin width is not too wide. The values 
of the parameters are adjusted (by the optimizing program) to minimize X2, i.e., to minimize 
the badness of fit. 

The X2 statistic is defined as 

(65) 

where nbin is the number of bins in the histogram. Notice that, as in any fitting procedure. 
the data are treated as constants, and the parameters are treated as variables. 

This method can be regarded as a sort of weighted least-squares approach; the denomina
tor would be an estimate of the variance (reciprocal weight) of the numerator for a Poisson
distributed variable (the observed frequency in a given bin should be multinomially distrib
uted, and this may approximate a Poisson distribution). 

The fact that the denominator depends on the values of the parameters slows down the 
fitting procedure, and sometimes a modified X2 method has been used in which the observed, 
rather than the expected, values are used in the denominator. In other words, the parameters 
are chosen to minimize 

(66) 

If an observed value, nbs, is zero, it must be replaced by unity (or by an average value over 
nearby bins) to avoid division by zero. 

The X2 criterion, though reasonable, is arbitrary. It is also clear that, in principle, some 
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infonnation must be lost when the original time intervals are grouped into bins. For example, 
observations of 1.1 msec and 1.9 msec are treated as though they were both 1.5 msec if they 
are pooled into a bin from I to 2 msec. There is another, more natural way to fit the results 
that does not involve these disadvantages, namely, the method of maximum likelihood. This 
method also allows sensible estimates of error for the fitted parameters and is described next. 

6.5. The Method of Maximum Likelihood: Background 

When we have done an experiment and wish to choose the best values of the parameters, 
it seems sensible to ask what values of the parameters are, in the light of our data, the most 
probable. Although this may appear an innocent enough question, it has given rise to fierce 
debate for over three centuries. The debate still continues. The essential argument is about 
whether it is proper to talk about the probability of a hypothesis at all. If we measure durations 
of ion channel openings, we imagine that there is some real true value of the mean open 
time. Suppose our observed mean is 8 ms, and the true mean (which is never known of 
course) is 10 ms. The probability of the hypothesis that the true mean is 10 ms is unity; the 
probability that it is anything else (including 8 ms) is zero. Therefore, one cannot speak of 
the probability that the parameters have particular values (not, at least, if we wish to retain 
the familiar frequency interpretation of probability). Most people now think that the best 
way to circumvent this problem is to speak not of the probability of a hypothesis (given 
some data) but of the probability of getting the data (given an hypothesis). This latter 
probability was first used to measure the plausibility of hypotheses by Bernoulli in 1777; it 
was greatly developed and popularized by R. A. Fisher, who tenned it likelihood from 
1921 onwards. 

The probability of observing the data, given a hypothesis, is just an ordinary probability 
distribution if the hypothesis is regarded as fixed and the data as varying. However, when 
we regard the data as fixed (as they are when we wish to analyze a particular experiment) 
and the hypothesis as varying, then this quantity no longer behaves like a probability, and 
we tenn it the likelihood of the hypothesis. In summary, denoting likelihood by Lik, 

Prob[data I hypothesis] == Lik[hypothesis I data] (67) 

In this expression, the vertical bar stands for "given" (see Section 2 of Chapter 18, this volume). 
The method of maximum likelihood consists of varying the values of the parameters 

(the hypothesis) so as to maximize expression 67. Thus, we choose the parameter values 
that maximize the probability of observing our data. 

This approach can be justified in two ways. The likelihood advocate would simply say 
that if you wish to use parameter values (such as minimum X2 values) that make the data 
less probable than his, then it is for you to justify your apparently perverse decision (see 
Edwards, 1972). Another approach is to examine closely the statistical properties of the 
method, which are, in most cases, at least as good as those of any other approach (see 
Rao, 1973). 

Of course, in order to calculate the probability of getting the data, given some hypothetical 
parameter values, we need to know what probability distribution the observations follow. In 
most experimental work, this is not known with any certainty, so, although the method of 
least squares is actually the same as the method of maximum likelihood if errors follow a 
Gaussian distribution, the fonner term is usually used because knowledge of the distribution 



Practical Analysis of Records 553 

is uncertain. However, with data of the sort we are discussing here, we do know about the 
distribution. It is the very thing that we look at and wish to fit; this is why maximum 
likelihood is a natural procedure to adopt. 

6.6. Maximum Likelihood for a Simple Exponential Distribution 

These ideas can most easily be made clear by discussing data that follow a simple 
exponential distribution before going on to more general cases. 

The data consist, say, of n time intervals, which we can denote tl, t2 ••. , In. These are 
fixed, and this list provides the data on which fitting is based. Histogram frequencies are 
not used, and the values obtained are quite independent of the bin width(s) that are chosen 
for the histogram. It is still necessary to construct a histogram in order to display the final 
results of the fit, and the appearence of the histogram will vary to some extent according to 
the bin width(s) that are chosen, but the fitted line will not. 

What, given some hypothetical value of the time constant T, is the probability of making 
these observations; in other words, what is the likelihood of this value of T? The time values 
are (in principle) continuous variables, so we must use probability densities rather than 
probabilities (but this does not matter much because we only need something that is directly 
proportional to the likelihood). The simple exponential distribution can be written 

0< 1<00, (68) 

so the probability (density) of making the first observation tl is 

(69) 

The probability of making all the observations (t I and t2 and ... and I,,) is, if the observations 
are independent, simply proportional to the product of the separate probability densities, and 
this is the likelihood of the specified value of T. Thus, 

(70) 

It is more convenient to work with the logarithm of this quantity (so we get sums rather 
than products), and this log-likelihood is denoted L(T). From equations 69 and 70, it is simply 

" n 
L(T) = ~ In/(ti) = n In(T- I ) - T- I ~ ti (71) 

i=1 i=1 

This log-likelihood must. of course, reach its maximum at the same value of T as does the 
likelihood (equation 70) itself. When L(T) is plotted against various possible values of T, it 
produces a curve like those shown in Fig. 19 (continuous lines). This curve summarizes all 
of the information that the data contain about T. The curve goes through a maximum and 
the value of T at the maximum is the value that makes the data most probable. It is the 
maximum-likelihood estimate (denoted t) of the unknown true value of T, i.e., of the true 
mean lifetime. 

The position of the maximum can easily be found analytically in this simple case by 
differentiating equation 71 with respect to T and equating the result to zero. This gives 
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n 

T = 2: t;ln = t (72) 
i=l 

Not surprisingly, the estimate is simply the arithmetic mean of the observations. 
With the help of equation 72, L(r) from equation 71 can be written in a form that shows 

that the decline of the graph on either side of the maximum depends only on the ratio, 
TIT, namely, 

L(T) = L(T) - n[ln(rlT) + (T/T)-l - 1] (73) 

Consider next the (usual) case in which resolution is limited. Suppose that it is impossible 
to measure reliably any intervals (Ii values) less than some specified amount, tmin (see Sections 
5.2, 6.8, and 6.11). Our observations are restricted to the range tmin to infinity. Therefore, 
rather than the simple exponential pdf in equation 68, we need the conditional pdf for t given 
that it is greater than tmin' To obtain this, we divide by the probability that an observation is 
greater than tmin (see Section 2 in Chapter 18, this volume), which, from equation 36, is 
simply exp( -tminh). This gives 

(74) 

The log-likelihood is therefore 

n n 

L(T) = 2: lnf(ti) = n In(T- 1) - T- 1 2: (ti - tmin) (75) 
i=1 i=1 

Differentiating and equating to zero gives the maximum-likelihood estimate of the mean 
lifetime as 

T = t - tmin (76) 

i.e., we subtract the lower limit tmin from the mean of the observations. This relationship 
was used by Neher and Steinbach (1978); it is generalized in Section 6.8. The same relationship 
can be obtained by noting that for an exponentially distributed variable with mean T, the 
mean of all observations longer than tmin is simply T + tmin (see the more general result 
following equation 85). 

Once estimates of the parameters of the pdf have been found, we can estimate the true 
number (N) of observations, which includes those that have been missed because they are 
less than tmin' This is is done simply by dividing the observed number, n, by the probability 
that an observation is greater than tmin' i.e., 

N=_n_ 
e-tmin/'T 

(77) 

This is generalized below, in equation 87. The expected frequency in a bin between I and 
t + Ilt is then simply 
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(78) 

This can be compared directly with the observed frequency (see Section 5.1). 
In these cases there was no need for iterative computer optimization because the maxi

mum-likelihood estimates could easily be calculated explicitly from equation 72 or 76. This 
cannot be done in general (see Section 6.8). 

Non-independent Observations 

The multiplication in equation 70 is correct only if the observations are independent. 
This is not always true. It is quite common, for example, for open times to be correlated; 
in the case of the muscle nicotinic receptor a long opening tends to be followed by another 
long opening. The question of correlations is discussed in more detail in Sections 5.7 and 
5.8 and particularly in Chapter 18 (this volume, Sections 10, 11, and 13). When such 
correlations are present, the estimates obtained by the methods described here will not be 
genuine maximum-likelihood estimates, and errors calculated for the estimates will, to some 
extent, be erroneous. The effect of correlations on the fitting process has never been investi
gated in detail. It seems unlikely that the effects will be serious, and the bias of the estimates 
is unlikely to be worse than that of genuine maximum-likelihood estimates. 

6.7. Errors of Estimates: The Simple Exponential Case 

Once an estimate (T) of the mean lifetime is obtained, it is natural to ask how accurate 
this estimate is likely to be. Estimates of error calculated from within a single experiment 
are notoriously unreliable and overoptimistic. The only reasonable estimate of error is found 
by repeating the whole experiment several times. Nevertheless, internal error estimates may 
be useful as a warning when an attempt is made to extract more information than the data 
contain, or in cases where repetition of the experiment is impossible. Two ways of estimating 
errors follow naturally from the maximum-likelihood approach. They are discussed next for 
the simple exponential case and generalized below. (It should be noted that these are not the 
only ways in which errors can be assessed; there is no general agreement about how this 
should be done in nonlinear problems.) 

6.7.1. Approximate Standard Deviations 

The first approach is to attach some sort of standard deviation to the estimate, T, that 
has been found. A standard approach is to calculate the observed information by differentiating 
-L(T) twice and then substituting T for T. From equation 71 or 75 we obtain 

_[;PL(T)] =!!. "'" _1_ ar T=f T2 Var(T) . 
(79) 

The quantity in equation 79 has a simple interpretation. The second derivative measures the 
curvature of the graph (e.g., Fig. 19) near the maximum. If it is small, the graph is flat; i.e., 
the likelihood is rather insensitive to the exact value of T; therefore, T is rather ill defined 
and has a large standard deviation. The reciprocal of expression 79 provides an estimate of 
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the variance of T, and its square root is an estimate of the standard deviation of f, denoted 
s(f). Thus, we obtain 

s(f) = flJn (80) 

It should be noted that the validity of this estimate of error depends entirely on the 
assumption that the observations really do come from a population described by a single 
exponential pdf, so that we are fitting the right thing. Insofar as this will never be exactly 
true, the estimate is optimistic (or even meaningless). 

The standard deviation for T found above, as for any standard deviation, can be interpreted 
in terms of a confidence interval only if we know the distribution of f (Le., what the 
distribution of f values would be if we had many such estimates). If we suppose that T has 
a Gaussian distribution, which, from the central limit theorem, will be approximately true 
when the number of observations is large, then an approximate 95% confidence interval for 
T might be calculated as T ± 2 standard deviations; i.e., 

T ± 2s(f). (81) 

The imperfection of this approach can easily be illustrated by an extreme example. Suppose 
we have only three observations, and their mean indicates that T = 2 ms. Then the standard 
deviation of the mean is estimated as 2! j3 = 1.15 ms. Now calculate a confidence interval 
for T by taking two standard deviations on either side of T, i.e., 2 ± 2.3 ms or -0.3 ms to 
+4.3 ms. According to this calculation, a value of'T = -0.3 ms for the true mean lifetime 
is compatible with the observations, although it is obvious that all negative values are actually 
quite impossible. One way of looking at the reason for this silly result is that intervals 
calculated in this way are necessarily symmetrical (the Gaussian distribution is symmetrical), 
but more realistic error limits, such as those described in the next section, will not generally 
be symmetrical. 

This example may be thought not to matter much because we never use such small 
numbers of observations. However, in some cases, we do wish to calculate the mean of quite 
small numbers. Consider, for example, the "intermediate shut times" (with 'T = 1.31 ms) in 
Fig. 15. Their mean length is of interest, but even in a long experiment, not many values 
can be observed, so absurdities like that just illustrated can easily occur in practice. They 
can be avoided by the method described in Section 6.7.2. 

Standard Deviations and Standard Errors 

Since the time intervals, ti' follow a simple exponential distribution in this case, the 
standard deviation of the individual observations should, on average, be equal to the mean 
lifetime (e.g., Colquhoun, 1971); i.e., s(ti ) = 1. The standard deviation of the mean of n 
lifetimes, often known as the standard error of the mean, is calculated as S(ti)! In, which, 
since f = f in this case, is just the result obtained in equation 80, but here it was obtained 
via the rather general method of equation 79. When quantities like that in equation 80 are 
obtained, it is often asked whether they are standard deviations or standard errors. This 
question is based on a common misunderstanding, because these are not two separate things. 
In fact, there is only one sort of measure of variability involved, and that is the standard 
deviation. This measure can be applied to any sort of variable quantity, as an index of how 
variable it is. It can be applied, for example, to a set of measured time intervals, Ii' and it 
will measure how much they vary for one interval to another. It can equally be applied to 
the mean of n lifetimes to measure how much repeated measurements of such means vary. 
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Or it can be applied to a time constant of a distribution (a T value, equation 30), as a measure 
of how much repeated measurements of that T value will vary. The standard error, a term 
that perhaps causes more misunderstanding than any other in elementary statistics, is not a 
separate sort of thing but is merely a piece of jargon standing for "the standard deviation of 
the mean of n observations" or, more generally, for "the (predicted) standard deviation of 
any quantity derived from the raw observations." The term standard error of the mean is 
still worse-it is not only misleading but also tautologous. The valid distinction is not between 
standard deviation and standard error but between (1) standard deviations that are estimated 
directly from a set of replicate observations (e.g., a set of measurements of individual 
lifetimes), the scatter of which can be directly observed, and (2) standard deviations that are 
calculated indirectly (e.g., standard deviation of the mean, or the standard deviation of aT 
value) when we have actually got only one value (for the mean or for T). In order to understand 
what the standard deviation means in the latter cases, we need to consider the standard 
deviation as a measure of how scattered the values would be if the quantity in question (the 
mean, or the T value) were repeatedly estimated under identical conditions. 

6.7.2. Likelihood Intervals 

The second approach to estimation of errors, the calculation of likelihood intervals, 
overcomes these problems. This is quite easy in the case of simple exponentials (but uses. 
quite a lot of computer time in more complex cases; see Section 6.9). The method is simply 
illustrated by the graph of the log-likelihood function, L(T), against T shown in Fig. 19. The 
maximum on the graph is at T = T, so it is L(T). If a horizontal line is drawn at a fixed 
distance, m loge units, below the maximum, it intersects the graph at two points, one below 
T and one above T. 

The values of T at these intersection points, Tlow and Thigh say, are, more formally, the 
(two) solutions of 

L(T) = L(T) - m (82) 

The values of Tlow and Thigh are clearly both less likely than T to the same extent (m loge
likelihood units), so it seems that they are good candidates to provide limits for the uncertainty 
in T. They are called m-unit likelihood intervals or support intervals (see Edwards, 1972). 

Conventional confidence intervals have an exact probability associated with them, but 
this is generally not possible in nonlinear problems of the sort that we have. Consider, 
however, a Gaussian variable with mean f.L. In this case, the curve L(f.L) has a simple quadratic 
form with constant curvature, from equation 79, and !1 is simply the arithmetic mean. In 
this case, the m-unit likelihood interval is just the conventional confidence interval defined 
as f.L plus or minus (2m)1I2 standard deviations, i.e., 

(83) 

Thus, there is a correspondence between m = 0.5 limits and one-standard-deviation limits; 
similarly, there is a correspondence between m = 2 limits and two-standard-deviation limits, 
and between m = 4.5 limits and three-standard-deviation limits. 

The likelihood curves for a simple exponential distribution from equation 71 are plotted 
as continuous lines in Fig. 19 for samples of size n = 3, n = 10, and n = 100. The dashed 
curves in Fig. 19 show the corresponding quadratic curves that are implicitly assumed in 
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the calculation of the approximate standard deviations. The values for error limits are tabulated 
in Table I (which is, like Fig. 19, normalized to unit value of T). Thus, to return to the 
example that follows equation 81 with T = 2 ms and n = 3, the two-unit likelihood interval, 
from Table I, is seen to be 2 X 0.379 to 2 X 4.16, i.e., 0.758 ms to 8.32 ms. These limits 
are unsymmetrical (from T - 1.242 ms to T + 6.32 ms), and are far more realistic limits 
than T - 2.3 ms to T + 2.3 ms, which were found from the "approximate standard devia
tion" approach. 

It is clear from Fig. 19 and Table I that in the simple exponential case, approximate 
limits from equation 81 are quite satisfactory for samples of 100 or more, for which T has 
a nearly Gaussian distribution. 

6.8. Maximum-Likelihood Estimates: The General Case 

The case of a single exponential distribution has been discussed in Sections 6.6 and 
6.7. The results given there generalize easily to any number of components. 

In general terms, we denote the values of the parameters to be estimated (010 O2, ••• ) 

by the symbol 0 and denote the jth observation as Yj' so the n data values are Yh Y2, .•. , 
Y ... The probability (density) of a particular observation, YI say, given some trial values of 
the parameters, 0, is denotedftyIIO). The probability of observing all of our particular data 
values is, for the specified 0, proportional to the product of all the individual probabilities 
(densities). This is, by definition, the likelihood of 0 for our particular data. As before, we 
prefer to work with the logarithm of this quantity, which is 

.. 
L(O) = ~ In!(YjIO) 

j=1 

(84) 

This can be calculated as soon as we specify the distribution explicitly. An optimizing 
computer routine can then find the values of the parameters that maximize L(O); these are 
the maximum-likelihood estimates, and they are collectively denoted 9. 

Table I. Likelihood Intervalsa and Standard Deviations 

Sample size (n) 

3 10 100 Approximate 
s(7) = llyn 0.577 0.316 0.100 probabilityi' 

m = 0.5 0.591, 1.89 0.741, 1.40 0.906, 1.11 
7 ± S(7) 0.423, 1.58 0.684,1.32 0.900,1.10 0.68 

m=2 0.379, 4.16 0.564,2.03 0.824,1.23 
7 ± 28(7) -0.155, 2.16 0.368, 1.63 0.800,1.20 0.95 

m = 4.5 0.260, 11.1 0.441,3.08 0.751, 1.37 
7 ± 3S(7) -0.732, 2.73 0.051, 1.95 0.700, 1.30 0.997 

"Comparison of m-unit likelihood intervals (from equation 82) and corresponding intervals calculated from approximate 
standard deviations (equation 81) for three sample sizes. The numbers in the table can be obtained from the graphs in Fig. 
19-19, or by solving the equations. The numbers given are the limits on either side of If' = 1.0; they should be multiplied 
by the observed value of If'. 
"This probability is based on the normal deviate by which the standard deviations are multiplied; use of Student's t statistic 
would give a better approximation. 
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This procedure can be made clearer if it is illustrated by the three most common sorts 
of distribution. 

6.8.1. Mixtures of Exponentials 

Distributions that have the form of a mixture of a number (k) of exponential densities 
are the most common; they have already been defined in Section 6.1. The parameters in this 
case are the time constants, 'TI> 'T2, ... , 'Tk, and the relative areas, al> a2, ... ,ak-I' Alternatively, 
we could estimate the 'Tj and the amplitudes Wi, or we could estimate the rate constants Ai 
and the areas, ai. It makes no difference which of these ways we choose, because, for example, 
Tj, = 1/~i' so we get the same result whether the distribution is written in terms of rate 
constants or of time constants. However, the areas (aj) are likely to be more nearly independent 
of the time constants than are the amplitudes (see also Section 6.10), so convergence may 
be easier if areas are estimated. 

The distribution can be written, if we choose the time constants and areas as parameters, 
as in equation 55. Notice again that there are not 2k parameters but 2k - 1, because the 
areas must add up to unity, as in equation 31. 

Limiting the Fitted Range 

In practice, limited frequency resolution means that nothing shorter than tmin can be 
measured; this limitation can be incorporated into the fitting procedure, as described in 
Section 6.6. Sometimes we may wish to exclude values below some tmin value that is greater 
than the resolution. We may also sometimes wish to exclude from the fit all values that are 
longer than some specified length tmax (e.g., to exclude a small number of exceptionally large 
values). Therefore, we need, in general, the conditional pdf, given that all the observations 
are between fmin and tmax. This is given by 

k 

~ aj'Tjle-t/Ti 

f(t) = _i=_1 ___ _ 

P(tmin < t < tmax) 
(85) 

which is a generalization of equation 74. The mean value of such censored observations is 

k 

~ aj [(tmin + 'Tj)e-tminITi - (tmax + 'Ti)e-tmax/Ti] 
E(t) = _i=_I _____________ _ 

P(tmin < t < tmax) 

The denominator in these results is simply the probability that an observation with the 
distribution in equation 55 lies between (min and tmax' namely, from equation 36, 

k 

P(tmin < ( < (max) = 2: aj(e-tmin/Ti - e-tmax/Ti) 

j=1 

(86) 

The observations consist of n measured time intervals tl> t2, ... , tn- Equation 85 can 
be evaluated for each of these in tum using some particular trial values (8) of the parameters. 
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The logarithms of these values are added to give, from equation 84, the value of L(O). The 
optimizing program then adjusts the parameter values so as to maximize L(O). The values 
of parameters that do this are the maximum-likelihood estimates ~h '2, ... , Clio Cl2, ..• An 
estimate of the true number of observations, N (including those shorter than tmin or longer 
than tmax), can then be obtained from the observed number, n, as in equation 77: 

N= n 
P(tmin < t < tmax) 

(87) 

where the denominator is as given by equation 86, with 'i, Qi substituted for 'rj, aj. A numerical 
example is considered in Section 6.10. 

6.8.2. Mixtures of Geometric Distributions 

In general, the distribution of the number of openings per burst, and similar quantities, 
is expected to be a mixture of one or more (k. say) geometric distributions of the sort defined 
already in equation 58 (see also Chapter 18, this volume). The distribution gives the probability 
of observing r (openings per burst, for example), and it can be written in a number of 
different ways. Alternative forms are given in equations 58, 59, and 63. In general, we may 
wish to include in the fitting process only those observed values that are between r min and 
rmax inclusive. Thus, as in the exponential case, we need the conditional distribution, which, 
from equation 58, is: 

k 

L ai(1 - Pi)pi l 

P(r) = _i_=_1 ____ _ 

P(r min :s; r :s; r max)' 
(88) 

From equation 64, the denominator is given by 

k 

P(rmin :s; r:S; rmax) = L ai(pfmin - I - pfmax) (89) 
i=1 

The data consist of a series of n observations of the variable 1; which we can denote 
r[, r2, ... , rD. These might be, for example, the number of openings observed in n different 
bursts. The probability of observing all of these values is given by the product of the P(r) 
values, so the log-likelihood is 

n 

L(O) = Lin P(rj) 
j=1 

(90) 

where P(rj) is calculated from equation 88 for particular values of the parameters (ai and 
Pi), which are collectively denoted O. The optimizing program adjusts the values of these 
parameters until L(O) is maximized, as usual. If there is only a single component, there is 
only one parameter, and if all observations are included (rmjo = 1, rmax = (0), then L(O) can 
be maximized analytically in this case. This gives the maximum-likelihood estimate of the 
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mean, jl, simply as r, the arithmetic mean of the observations, and hence, from equation 61, 
P = 1 - (1/jl) = 1 - (lIf). 

An estimate of the true number of observations, N (including those below r min or greater 
than r mal.)' can then be obtained from the observed number, n. thus: 

(91) 

where the denominator is given by equation 89, with Pi> t.li substituted for Pi' ai. 

6.8.3. Mixtures of Gaussian Distributions 

The principles are exactly the same as in the other cases. Suppose that the variable y 
(usually a single-channel amplitude measurement in the present context) has a Gaussian 
distribution with mean fl. and standard deviation a. Its probability density function is 

f( ) - 1 -u2/2 
Y - a(21f)1/2 e 

where 

is the "standard Gaussian deviate." 

u = (y - fl.) 
a 

A mixture of k Gaussians is, therefore, 

k 

fey) = 2: ai/iCy) 
i=1 

(92) 

(93) 

(94) 

where.fi(y) represents the Gaussian in equation 92 with mean fl.i and standard deviation ai' 
and ai are the relative areas of the components. 

The cumulative form of the Gaussian distribution, the probability that y is less than 
some specified value, Yl say, is the integral of fly), 

fYl P(y :5 Yl) = y=-oo f(y)dy (95) 

Unlike the other cumulative distributions given above, this one cannot be written in an 
explicit form. However, it is easy to calculate values for it in a computer program, since all 
mathematical function libraries contain routines to calculate values of the error function, 
erf(x) (see also Appendix 3). The cumulative Gaussian distribution is simply related to the 
error function, thus: 

(96) 

where Ul = (YI - fl.)/a. 
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We shall often want to fit constants over a restricted range of values, excluding values 
below Ymin and values greater than Ymax' Again, we need the distribution of Y conditional on 
Y being between Ymin and Ymax' This is given by dividingf(y), from equations 92 and 94, by 
P(Ymin < Y < Ymax), which, from equation 96, can be calculated as 

where 

k 

P(Ymin < Y < Ymax) = 0.5 L aj[erf(ul"ax/j2) - erf(ul"in/j2)] 
i=i 

max _ (Ymax - J.Li) 
Ui -

cri 
and 

min _ (Ymin - J.Li) 
Ui -

(1i 

The distribution of y, conditional on Y being between Ymin and Ymax. is therefore 

f( I < < ) - fey) 
Y Ymin Y Ymax - P( . < < ) Ymm Y Ymax 

where f(y) is given by equation 94 and the denominator is given by equation 97. 

(97) 

(98) 

(99) 

The data consist of a series of n observations of the variable Y (e.g .• channel amplitudes), 
which we can denote Yi. Yz, ...• Yn' The probability of observing all of these values is given 
by the product of the f(Yj) values, so the log-likelihood is 

n 

L(e) = L Inf(Yj) 
j=i 

(100) 

where f(Yj) is calculated from equation 99 for particular values of the parameters (ai, J.Li. 
and (1;), which are collectively denoted e. In the case of Gaussian fits, there are 3k - 1 
parameters to be estimated. In cases where components overlap too much for all of these 
parameters to be estimated successfully, it may be helpful to constrain the standard deviation 
to be the same for all k components. In this case, there will be 2k parameters to be estimated, 
namely, k values of the means (J.Li), k - 1 values for the areas (ai), and one value of cr. The 
optimizing program adjusts the values of these parameters until L(e) is maximized, as usual. 

An estimate of the true number of observations, N (including those below Ymin or greater 
than Ymax), can then be obtained from the observed number, n, as before, from 

N= n 
P(Ymin < Y < Ymax) 

(101) 

where the denominator is given by equation 97 with the maximum-likelihood values substi
tuted for the parameters. 

6.8.4. Binned Maximum-Likelihood Fits 

The full maximum-likelihood fitting method is quite fast enough for it to be feasible, 
on a fast PC, to fit up to, say, five exponential components to several thousand intervals. 
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With more components or more data (or a slow computer), the full fit may become inconve
niently slow. If a faster method is really necessary, the binned maximum likelihood method 
(Sigworth and Sine, 1987) should be used. In this method we use, to calculate the likelihood, 
not the probability (density) of observing a particular interval (given a set of parameter 
values) but, rather, the probability that our particular bin frequencies will be as observed. 
The values for the fitted parameters will, therefore, no longer be independent of how the 
bin boundaries are chosen. However, it has been shown, for logarithmically binned data (see 
Section 5.1.3), that the results are likely to be close to those from the full maximum-likelihood 
fit if at least 8-16 bins per decade are used (Sigworth and Sine, 1987). 

The quantity to be maximized, the "binned log-likelihood," can be written in the form 

(102) 

where the number of terms summed is now the number of bins, nbin (rather than the total 
number of intervals), nj is the number of observations in the jth bin, and tj is the lower 
boundary of the jth bin. The numerator of this expression uses the cumulative distribution, 
F(t), as given in equation 35 or 36 to calculate the probability, for the specified parameter 
values, 0, that an observation lies in the jth bin. The denominator, which was defined in 
equation 86, gives the probability that an observation is within the fitted range, tmin to tmax, 

the values of which must, in this case, correspond to bin boundaries. 

6.9. Errors of Estimation in the General Case 

The treatment in Section 6.7 can be generalized with the help of matrix notation, so 
that the two sorts of error calculation can be calculated for distributions with any number 
of parameters. An introduction to this notation is given in Chapter 20 (this volume). Further 
details can be found in Box and Coutie (1956), Beale (1960), Bliss and James (1966), 
Edwards (1972), and Colquhoun (1979). The following procedures are reasonable approaches 
to the specification of errors, but they are not unique. 

6.9.1. Approximate Standard Deviations 

Denote the parameters, v in number, as 0 = (0" Oz, ... , 0,,). The analogue of equation 
79 is the observed information matrix, 1(0), which is a v X v matrix with elements 

(103) 

This form is known as a Hessian matrix. The inverse of this matrix gives the covariance 
matrix, C(O), of the parameter estimates, so 

C(O) = 1(0)-1 (104) 

The elements of this matrix may be denoted cov(O;,O). The diagonal elements of C(O) give 
estimates of the variances of the parameter estimates, 0,. Thus, 
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(105) 

The square root of this gives the approximate standard deviation of the parameter estimate, 
OJ. The off-diagonal elements (i = J) give the covariances of these estimates. These measure 
the tendency of the estimate of OJ to be large if the estimate of OJ happens to be large (see 
Section 6.10 for examples). This tendency is more conveniently expressed as a correlation 
coefficient, rjj' between the two estimates; this can be calculated as 

_ COV(Oi,Oj) 
rij - [var(Oi)var(Oj)]/2 (106) 

It has been noted that if we fit the sum of k exponentials, only k - 1 areas (ah ... , 
ak- h say) are estimated. The area, at. for the kth component follows immediately from the 
fact that the total area for the pdf is unity: 

k-I 

ak = 1 - :2 ai' 

i=1 

A standard deviation can be attached to ak by the relationship 

k-I k-I k-I 

var(ak) = :2 var(ai) + 2 :2 :2 cov(aj,aj) 
i=1 i=1 j=1 

j<i 

(107) 

(108) 

The right-hand side of this equation is simply the sum of all the elements in those rows and 
columns of C(O) that refer to the k - 1 estimates of areas. If there are only two components, 
it reduces to Var(a2) = var(al). For three components it reduces to var(a3) = var(al) + 
var(a2) + 2cov(al,a2)' 

Explicit algebraic derivation of equation 103 or 104 would be a formidable task in all 
but the simplest cases, but, fortunately, it is not necessary. The second derivatives in equation 
103 can be estimated by standard numerical methods as long as we have a subroutine to 
calculate L(O) for specified values of the parameters. The Hessian so found can be inverted 
numerically by means of a matrix-inversion routine (see Chapter 20, this volume) to give 
the covariance matrix according to equation 104. 

6.9.2. Likelihood Intervals and Likelihood Regions 

Likelihood intervals can also be calculated in the general case, and this is probably one 
of the best ways of expressing errors for the parameters taken one at a time. In principle, it 
would be better to calculate a joint likelihood region for all k parameters, but such a k
dimensional region cannot be simply represented when k > 3. An example of ajoint likelihood 
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for the case where two parameters are estimated is shown in Fig. 20 (see also Colquhoun, 
1979). The graph shows a contour for L(6) = L(e) - 2, so any pair of parameter values, 6, 
and 62, that lie on this contour are 2 log-likelihood units less likely than the best estimates, 
6, and 62, The obliqueness of the contour shows that the estimates of 6, and 62 are positively 
correlated in this case; i.e., if both 61 and 62 were decreased, or both were increased, the fit 
would be little worse; i.e., L(6) would be reduced only slightly. This may be compared with 
the effect of increasing 6, and decreasing 62 (or vice versa); this would cause the fit to 
become much worse. '!he tan~ents to the contour are also shown in Fig. 20; they define (see 
text) 2-unit limits for 6, and 62 separately. When the parameter estimates are correlated, as 
in this example, these limits for the individual parameters are, in a sense, pessimistic: if, for 
example, the true value of 6, were actually near 6~ow, the correlation makes it improbable 
that the true value of 62 would be near 6~igh. In order properly to take into account the 
correlation between the parameter estimates, a joint likelihood region (the contour in Fig. 
20) is preferable. Points outside this region define pairs of 6" 62 values that are unlikely. 

The numerical calculations that are needed to calculate likelihood regions or intervals 
take a good deal longer than those for the approximate standard deviations but are perfectly 
feasible on fast personal computers. The principle is very simple. The m-unit likelihood 
limits (see Section 6.7 for explanation of this term) for a particular parameter, 6t. say, are 
defined as the values of 6, such that, if 61 is held constant at that value, and the likelihood 
L(6) is maximized again, allowing all the parameters except 6, to vary freely, then the 
maximum value of L(6) that can be attained is L(e) - m; i.e., it is m units less than the true 
maximum, L(6), which is attained when all of the parameters are allowed to vary. 

In order to calculate the lower or upper limit for 61> iterative procedures are used. An 
initial guess is made, and the minimization is performed with 6, fixed at this value; if the 
maximum attained is not L(e) - m, then the whole process is repeated by any standard 
iterative method (e.g., bisection or Newton-Raphson). This process is illustrated graphically 

thigh 91 
~ 

Figure 20. Schematic illustration of a joint likelihood region and of likelihood limits for the separate 
parameters in a case in which there are two parameters, el and e2, so e = (e l e2). The graph shows a contour 
map of L(e) with the peak of the hill, L(8). marked with a cross; this corresponds with the maximum
likelihood estimates, ill and il2, of the two parameters, as shown. The contour for L(il) - 2 is shown. Further 
explanation is given in the text. 
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for the case when there are two parameters in Fig. 20. A numerical example is illustrated 
in Fig. 21. 

If there are two components, the likelihood limits for a2 are simply unity minus the 
limits for a I. If there are more than two compOnents (cf. equations 107 and 108 above), then 
in order to find limits for ale it is necessary to refit the whole curve, so that ale becomes one 
of the parameters that is estimated rather than the one inferred from the fact that the total 
area is unity. 

6.10. Numerical Example of Fitting of Exponentials 

The simultaneous fit of a triple-exponential pdf can be illustrated by data on shut times 
that were obtained with a low concentration (100 oM) of suberyldicholine (R. temporaria, 
cutaneous pectoris endplate Em = -123 mY, lO°C). The results are similar to those shown 
in Fig. 15. The total number of openings fitted was 1021, but after imposition (see Section 
5.2) of a minimum resolvable time of 50 f.Ls (for both openings and gaps) and elimination 
of a few shut times that were unusable (because, for example, they contained ambiguous 
openings or simultaneous openings of more than one channel), the number of shut times to 
be fitted was 934. It was decided (see Section 5.2) to fit all durations between tmin = 50 f.Ls 
and tmax = 2000 s, a total of 931 shut times. 

The estimates of the time constants for the three components, found by maximizing 
L(O) from equation 84 withj{t) given by equation 85 were tl = 45.2 f.Ls t2 = 1.28 ms and 
t3 = 440 ms. The areas under the pdf accounted for by these components were, respectively, 
74.0% (i.e. al = 0.740), 2.3% (a2 = 0.023), and 23.7% (a3 = 0.237). The maximum value 
of L(O) attained was L(6) = -2899.33. The fitted curve resembles that shown in Fig. 15. 
This fit implies, from equations 86 and 87, that the true number of shut times is N = 1860.0, 
of which 931 are in the observed range (the data), 922.3 are shorter than 50 f.Ls, and 4.7 are 
above 2000 s. 

The component with intermediate rate (t2 = 1.28 ms) is quite small and, as expected, 
has the largest relative errors. Nevertheless, the error calculations below give no real reason 
to doubt its reality; and, far more important, the need for this component is visible to the 
eye when the data are displayed appropriately (e.g., as in Fig. 15B or D), and it is reproducible 
from experiment to experiment. 

In general, of course, it is quite improper to speak of short gaps, intermediate gaps, and 
long gaps on the basis of this fit; there is one pdf (which happens to be described by the 
sum of three exponentials), not three simple exponential pdfs. At least, it is improper unless 
we define the term "short gaps" in the manner suggested below, in which case the problem 
arises only when we wish to interpret the gaps so defined in terms of dwell times in particular 
states or sets of states. In some cases this convenient terminology can be justified, but only 
insofar as separate physical meanings can be attached, as an approximation, to the three 
components (see, for example, Colquhoun and Hawkes 1982; Chapter 18, this volume). 
Insofar as such an interpretation is valid, the data suggest that there are Nf = alN = 1376 
"short gaps," Nm = a2N = 42.8 "intermediate gaps," and Ns = a3N = 440.8 "long gaps." 
Of the "short gaps," only Nfe-S0I4S.2 = 455 would be above 50 f.Ls and therefore detectable. 

First consider the errors for these estimates found by the approximate standard deviation 
approach (see Section 6.9.1). The second derivatives in equation 103 were estimated numeri
cally; reasonable numerical accuracy is obtained by incrementing the parameters by ± 10% 
from the maximum-likelihood values given above or by incrementing each parameter by 
enough to decrease L(O) by 0.1. This provides an estimate of the observed information matrix. 
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Table II. Analysis of the Triple-Exponential Fit to Shut Time Durationa 

ML estimate Appr~x SD 
Likelihood intervals 

Parameter 6 sea) m= 0.5 m=2 2s(ii) 

42.9-47.7 40.6-50.5 
TI (""s) 45.2 2.4 (-2.3 to +2.5) (-4.6 to +5.3) 4.8 

72.2-75.5 70.5-77.1 
l00a1 (%) 74.0 l.6 ( - 1.8 to + 1.5) (-3.5 to +3.1) 3.1 

0.90-1.76 0.67-2.45 
T2 (ms) l.28 0.42 (-0.38 to +0.48) (-0.61 to +1.17) 0.84 

l.93-2.74 1.55-3.32 
1OOa2 (%) 2.29 0.43 (-0.36 to +0.45) (-0.74 to + l.03) 0.86 

418-466 396-494 
T3 (ms) 440.0 24.0 (-22 to +26) (-44 to +54) 48.0 

22.3-25.4 20.8-27.0 
l00a2 (5) 23.7 1.5 (-l.4 to +l.7) (-2.9 to +3.3) 3.0 

"The maximum likelihood estimate, 8, of each parameter is given, with its approximate standard deviation, s(8). Likelihood 
intervals are given in the form of intervals, and also, in parentheses, in the form of the deviation from 8. This deviation 
may be compared with s(8) for the m = 0.5 unit intervals, and with 2s(8) (which is listed in the last column) for the 
m = 2 unit intervals. 

This is then inverted numerically by means of any standard matrix-inversion subroutine to 
give the covariance matrix (equation 104) as follows (it is symmetric, so only the lower part 
is given): 

TI al T2 a2 T3 

[ 5.73 X 10-' 

r -2.20 X 10-5 2.44 X 10-4 al 
cov(8) "" 2.51 X 10-4 -1.97 X 10-4 0.18 T2 

9.07 X 10-8 -1.88 X 10-5 -8.40 X 10-5 1.81 X 10-5 a2 
1.50 X 10-3 -1.21 X 10-2 1.28 3.40 X 10-3 578.3 T3 

(109) 

The diagonal elements of this give the approximate variances of the parameter estimates 
(the order of the parameters is shown above, and to the right of, the matrix). The square 
roots of these variances are the standard deviations of the estimates and are shown in Table 
II. For example, for "2 the standard deviation is S(Tz) = (0.18)112 = 0.42. The standard 
deviation for the area of the slowest component (123) is obtained from equation 108 as Var(a3) 
= 2.44 X 10-4 + 1.88 X 10-5 + 2( -1.88 X 10-5) = 2.25 X 10-4, so the standard deviation 
for 123 is (2.25 X 10-4)112 = 1.5 X 10-2, or 1.5%, as shown in Table II. 

The correlation matrix is found from equation 109 by means of equation 106. It is 

TI al T2 a2 T3 

[- r -0.59 al 
0.25 -0.03 T2 

(110) 

0.009 -0.28 -0.05 a2 
0.03 -0.03 0.13 0.03 - T3 
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The correlation coefficient, for example, between the estimates of TI and al is '21 = 
- 2.20 X 10-5 1[5.73 X 10-6)(2.44 X 10-4)] 112 = -0.59. This modest correlation is the strongest 
found; it reflects the intuitively obvious fact that the fit would be almost as good if TI were 
decreased and al increased, or vice versa. In other words, a faster time constant for the fast 
component would not reduce the goodness of fit much if the area allocated to this component 
were simultaneously increased (this implies a considerable increase in the amplitude of the 
fast component, WI = aiIT I : see equation (57). This correlation is aggravated by the lack of 
observations below 50 JJ.S. There is also a small negative correlation (-0.28) between al 
and ~h and a small positive correlation (+0.25) between 1'1 and 1'2' Apart from these, the 
estimates are virtually independent. The fact that the slow component is well separated from, 
and nearly independent of, the other components means that a rough estimate of the standard 
deviation of its time constant can be calculated (compare equation 79) as 1'ljNs = 21 ms, 
which is not far from the value of 24 ms given by the full calculation (see Table II). For 
the small intermediate component, this approximation is, however, very poor; it gives s(1'2) 
= 0.19 ms, compared with 0.42 ms from the full calculation. 

The fact that only modest correlations are found for this fit is a good sign; it implies 
that the parameters are well-defined. If, for example, a strong positive correlation were found 
between two parameters, this would mean that if both were increased the quality of the fit 
would be little affected. In other words, the ratio of the two parameters is well defined, but 
their separate values are dubious. 

The likelihood intervals for m = 0.5 and m = 2.0 (see Sections 6.7 and 6.9) are given 
for each parameter in Table II. It can be seen that the former are not far from what is expected 
from the approximate standard deviations, even for the small intermediate component, in 
this example (which has quite a large number of observations). The difference between the 
two approaches is larger in the case of the two-unit intervals, especially for the small 
component; for example, T2 = 1.28 ms, and T2 ± 2S(T2} implies an interval about 1'2 of 1'2 
- 0.84 to 1'2 + 0.84 ms, whereas the two-unit likelihood interval gives 1'2 - 0.61 to T2 + 
1.17 ms. The estimation of the limits for T2 is illustrated in Fig. 21 (see also Sections 6.7 
and 6.9). 

6.11. Effects of Limited Time Resolution 

Virtually all experimental records contain intervals that are too short to be detected or 
measured, and this can cause serious distortion of distributions of open times, shut times, 
and number of openings per burst. The effect of missing brief events will be much less on 
distributions such as those of the burst length or the total open time per burst, so one way 
of dealing with the problem is to present only these distributions. 

The practical aspects of this problem have already been described in Section 5.2. 
The question of making corrections for missed events can be dealt with in two ways. 

The first, and most common, case occurs when no specific mechanism is being postulated 
for the channel under investigation. In this case it may be possible to make approximate 
corrections for missed events retrospectively. This can be done only in the case that either 
short openings or short gaps, but not both, are missed to any substantial extent. Such 
approximate corrections can also be done only when the kinetics of the observations are 
relatively simple. For example, if the distribution of (apparent) open times has more than 
one exponential component, then such corrections become difficult (though not necessarily 
impossible). Methods for making this sort of approximate correction are discussed, for 
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Figure 21. Estimation of likelihood 
intervals for 72 in the numerical example 
given in Section 6.10 (see Table II). The 
procedure is a generalization (to more 
than two parameters) of that illustrated 
in Fig. 20. The graph shows LmID< plotted 
against 72, where Lmax was found by hold
ing 72 constant at the value shown on 
the abscissa and maximizing L(8) with 
respect to the other four parameters (T I> 

GJ, G2, and T3)' The peak of the curve is, 
therefore, the overall maximum L(e) = 
-2899.33 and corresponds to -1-2 = 1.28 
ms. The values of 72 corresponding to 
Lmax = L(e) - 2 = -2901.33 are the 2-
unit limits: 0.67 and 2.45 ms. The 0.5-
unit limits can similarly be read off at 
L(e) - 0.5 = -2899.83. In practice, it 
would be uneconomical to calculate this 
whole graph; the required points are 
found numerically by iteration (see text). 
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example, by Colquhoun and Sakmann (1985), and in Section 12 of Chapter 18 (this volume), 
and they are justified in more detail by Hawkes et al. (1992). 

Exact corrections for missed events are possible only when a specific mechanism for 
channel operation is postulated. The methods that are available for doing exact corrections 
are discussed in Sections 12 and 13.7 of Chapter 18 (this volume). A particular benefit of 
these methods is that they have made it possible to fit reaction mechanisms directly to 
idealized data, as discussed next. 

6.12. Direct Fitting of Mechanisms 

The discussion so far has concerned the empirical fitting of exponentials (or geometrics) 
without specifying any particular reaction mechanism; the parameters to be fitted are the 
time constants and areas of the exponential components. Most investigations of reaction 
mechanisms have used such fits as the basis for a post hoc attempt to infer a mechanism. 
This procedure is less than ideal. One problem with it is that the information obtained from 
one sort of distribution may overlap strongly with that from another sort. For example, the 
distributions of burst length and of total open time per burst will be similar if the gaps within 
bursts are short (or rare). No method is known for combining the information from different 
sorts of fit in an optimal way to obtain the best idea about how well a specified mechanism 
fits the observations. Likewise, this approach makes it hard to compare two different putative 
mechanisms. Another problem with the post hoc approach is that, since each sort of distribu
tion is fitted separately, the constraints on the relationship between them, which are implicit 
in the mechanism, are not taken into account. 

Clearly, as mentioned in Section 6.1, it would be preferable to fit, as the adjustable 
parameters, not the time constants of the exponentials but the underlying rate constants in 
a specified mechanism (e.g., the values of Lb U2, etc. in the mechanism specified in equation 
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110 of Chapter 18). Furthermore, since one set of values for these rate constants should be 
able to predict all the results from any sort of experiment, it is obviously preferable to do 
one simultaneous fit of all the observations that have been made. For example, it is desirable 
to fit, simultaneously, observations on steady-state records at several different agonist concen
trations or membrane potentials, observations on channel openings following jumps under 
various conditions, and any other data that may have been obtained. Furthermore, it is 
undesirable to fit open times and shut times separately, because this procedure cannot take 
advantage of the information available from the sequence in which they occur (i.e., information 
from correlations-see Sections 5.7 and 5.8 above and Sections 10-13 of Chapter 18, 
this volume). 

The sort of optimum approach to direct fitting just described was already well understood 
at the time of the first edition of this book (see Section 6.1.2 of Chapter 11 of the first 
edition), and attempts to implement direct fits had already been made (Hom and Lange, 
1983). The problems were that the observations in the idealized record that are to be fitted 
suffer from omission of brief events and that retrospective corrections for missed events are 
not useful if a direct fit is to be attempted. Nothing very effective could be done until methods 
were devised to predict the distributions of what is actually observed rather than what would 
have been observed if time resolution had been perfect. Such methods now exist and are 
summarized in Sections 12 and 13.7 of Chapter 18 (this volume). They are now coming into 
use (e.g., Sine et al., 1990). The approach is to calculate one value of the total likelihood 
from all the sets of data that are being fitted and to find the parameters that maximize this 
likelihood. The likelihood is calculated from the sequence of open and shut times rather than 
separately from each, so information from correlations is included in the fitting process. An 
example is given in Section 12.5 of Chapter 18 (this volume), and the general theory is 
summarized in Section 13.7 of Chapter 18 (this volume). 

6.13. Fitting the Results after a Jump 

The first problem is to get the results. Apart from the problem of estimating the number 
of channels, it is also the case that only one first latency can be measured for each jump, 
and it may be hard to get enough values in one experiment to make a decent-looking 
distribution. There will also be only one value per jump of each subsequent open and shut 
time if the first, second, etc. values differ (and this will not be known until their distributions 
have been looked at separately). It is perhaps for this reason that first latencies have often 
been displayed as cumulative distributions; the spurious appearance of precision that charac
terizes this sort of display (see Section 5.1.4) makes them look better than they are; this is 
highly undesirable. 

Channel openings can be fitted by one of the methods already described, and a defined 
resolution can be imposed as described in Section 5.2 (this is especially desirable if the 
results are to be fitted with allowance for missed events). First latencies would then be 
corrected for recording delays (see preceding section). If the shut-time components are 
sufficiently well separated, it may be possible to define bursts of openings in the record. 
The theoretical distributions describing openings, shuttings, and bursts after ajump are given 
by Colquhoun and Hawkes (1987) in the case of a single channel and no missed events (see 
also Chapter 18, this volume). It is also possible to fit a mechanism directly, with allowance 
for missed events, as described for stationary records in Chapter 18 (this volume) and Section 
6.11 (A. G. Hawkes, A. Jalali and D. Colquhoun, unpublished data). 

When empirical mixtures of exponentials are being fitted to the first-latency distribution, 
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it should be remembered that the areas of some components may be negative, as explained 
and illustrated in Chapter 18 (this volume Section 11). It is therefore important to be sure 
that your fitting program does not constrain all the areas to be positive (see Section 6.1.3). 

6.13.1. Latencies with N Channels 

If more than one channel is present, the first latencies will, of course, appear to be 
shorter than they really are. In the case of the first-latency distribution (but not any of the 
others), it is relatively simple to correct the observations if the number of channels is known. 
When N independent channels are present, the observed first latency will be greater than t 
if the first latencies for all N individual channels are greater than t. Thus, from equation 36, 

P(allNlatencies > t) = 1 - FN(t) = [1 - Fl(t)]N 

where F1(t) is the probability, for one channel, that the latency is equal to or less than t (see 
Section 5.1.4), and the observed cumulative distribution provides an estimate of F tl...t) (Aldrich 
et al., 1983). The pdf of the first latency is the first derivative of F1(t), so if we denote the 
pdf for N channels asftl...t) we get (Colquhoun and Hawkes, 1987) 

6.13.2. Effect of Finite Sample Length 

The rectangular pulse of voltage, or ligand concentration, will be of fixed finite length, 
and the length of the data record collected after the end of the pulse will usually also be of 
fixed length. There will, therefore, always be an incomplete interval at the end of each 
record; if the channel was shut at the end of the record, the length of the shutting is not 
known because the next opening has not been recorded, and conversely, if the channel is 
open at the end of the record, the length of this last opening is not known. But we do know, 
in either case, that the interval was at least as long as the bit of it that was observed. It is 
easy to take into account this information when doing maximum-likelihood fitting (with or 
without allowance for missed events). For all complete intervals oflength ti' the log-likelihood 
is found as L = Iln.f{tj) (see equation 84); the probability of observing an interval of length 
at least t is 1 - F(t), so a separate term, Iln[1 - F(@, can be added to the log-likelihood 
for the incomplete intervals (of length t j ). We then maximize the sum of these two terms, 
which is the overall log-likelihood (Hoshi and Aldrich, 1988). 

Appendix 1. Choice of the Threshold for Event Detection 

The choice of the threshold setting that allows the detection of the briefest events was 
considered in Section 3.3. However, optimizing the detection of the shortest pulses is not 
necessarily the best strategy for detection of single-channel events, because one is interested 
in counting events of all widths. The ideal event detector would have a sharp transition at 
some width, Wmin, such that events narrower than this would be missed but essentially all 
longer events would be counted. In practice, the transition, as seen in a graph of the probability 
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of detection as a function of w. is not necessarily sharpest when ~ and!c are chosen as 
described in Section 3.3. 

Figure A 1 demonstrates this property for pulses in the presence of I + f noise. The 
probability of detection Pdet depends not only on w but also on ~,!c, the channel amplitude, 
and the spectral characteristics. Part A of Fig. Al corresponds to the case of a low channel 
amplitude (specifically, Ao = 0.22 pA when the standard noise spectrum is assumed) in 
which events of width Wmin = 3 ms or longer could be resolved. To construct each curve in 
the figure, a value of ~ was first selected, and!c was then chosen to give ~/(Jn = 5. On the 
basis of these parameters,Pdet(w) was then estimated. The value of ~ giving the best detection 
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Figure AI. Perfonnance of the event detector at various settings of the threshold 11>. A and B: The probability 
of detection of isolated pulses of unit amplitude as a function of pulse width w. The parameters in A 
correspond to very small currents (Ao = 0.22 pA in So = 10-30 A2/Hz noise), giving Wmin ... 3 ms. At each 
value of 11>. Ie was adjusted to give an = 11>/5 to keep the false-event rate approximately constant. In B, the 
parameters correspond to relatively large currents (Ao = 7.1 pA in the same noise); much shorter events 
(Wmin ... 13 J.l.s) can be detected. In this case, Ie was adjusted to keep I1>lan = 3, corresponding to a higher 
false-event rate. C and D show the overall fraction, Ptot.b of pulses detected, given exponential distributions 
of pulse widths (equation AI). Each curve represents a different effective event amplitude, with the lowest
numbered curves corresponding to the largest amplitudes. Values for the amplitudes, time constants of the 
distribution, and other parameters are given in Table AI. In C, I1>lan was fixed at 5, whereas in D, I1>lan = 
3. The larger an values in D cause the curves to be broadened and the optimum 11> values to be slightly 
lower. Curves 4 and 6 were computed for the same conditions as in parts A and B, respectively. 
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of the shortest pulses was about 0.8 times Ao; when cI> was reduced to 0.7 Ao, the transition 
moved to a slightly higher value of w but was steeper. On the other hand, increasing to 0.9 
Ao broadened the transition, so that whereas the very briefest pulses could be detected with 
higher probability, pulses even twice as long as Wrnin would be detected with only 80% 
probability. This sort of broadening of the transition region is very undesirable because it biases 
the selection of events in a way that can cause distortion of experimental lifetime distributions. 

The broadening of the transition region is most severe when cI> approaches Ao. This can 
be understood intuitively from the fact that if cI> is near the full event amplitude, even 
moderately long events may fail to exceed cI> when noise fluctuations are present. When cI> 
is set lower (with!c concurrently set lower), the longer events will have relatively larger 
peak amplitudes and will have a better chance of exceeding the threshold. 

Figure AlB shows Pdet(w) curves for pulses of relatively large amplitude (Ao = 7.1 pA 
in the standard noise spectrum; cl>/CTn = 3). The minimum pulse width is about 13 JLS in this 
case, and the optimum cI> for detection of short pulses is much smaller, approximately 0.36 
Ao. As the figure shows, the position and shape of the POOt curve depend only weakly on cI> 
in the range 0.2 to 0.5 times Ao. 

Parts C and D of Fig. Al give a summary of the performance of an event detector in 
situations with various ratios of channel amplitude to background noise level. The quantity 
that is plotted here is the total fraction of events detected, Ptotab out of an ensemble of pulse
shaped events having a probability density functionf(w) of widths, 

Ptolal = LX> POOt(W)!(w)dw (AI) 

where Aw) was chosen to be exponential, f(w) = (lIT) exp( -WIT). For each curve, Twas 
fixed at the value 2wrnin; the actual values used are given in Table AI. The maximum values 

Table AI. Parameters for the Curves in Fig. AIC,oa 

cjJ = 0.5 Ao cjJ = 0.7 Ao 

Ao Wmin Ic Ic 
Curve <!>Ian A~/Sofo (pA) (msec) (kHz) P!otal (kHz) p!otaJ 

1 5 5000 7.1 0.023 7.62 1.00 10.94 0.96 
2 5 500 2.2 0.089 2.00 1.00 3.02 0.99 
3 5 50 0.71 0.43 0.375 0.95 0.641 1.00 
4 5 5 0.22 3.84 0.046 0.87 0.086 0.98 
5 5 0.5 0.07 38.4 0.0047 0.85 0.0092 0.98 
6 3 5000 7.1 0.013 13.16 0.99 18.7 0.94 
7 3 500 2.2 0.048 3.71 1.00 5.45 0.97 
8 3 50 0.71 0.206 0.834 0.98 1.34 0.99 
9 3 5 0.22 1.21 0.121 0.91 0.222 1.00 

10 3 0.5 0.07 10.4 0.0129 0.88 0.025 1.00 
11 3 0.05 0.02 104.0 0.0013 0.88 0.0025 1.00 

·Part C was computed with ""0"0 = 5 (low false-event rate; curves 1-5), and D with 1\>/0"0 = 3 (curves 6-11). Each curve 
represents a different value of the signal-to-noise parameter AMsofo, which corresponds to the given Ao value in the standard 
case (So = 10-30 A2/Hz,Jo = I kHz, I + !spectrum). The Wmio values give the effective minimum detectable pulse width. 
The distribution of pulse widths for calculating P_I was chosen to be exponential in each case, with the time constants T 

= 2Wmio' For I\> = 0.5 and 0.7, tbe corresponding!. values and the relative detection efficiency P;"w = ptotal(I\»lptota\{max) 
are given. The maximum value PlOIw{max) was always within a few percent of exp{ -WmiJ'I') = exp( -112), the probability 
expected if only those events shorter than Wmio were not detected. 
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of PIOta! computed in this way were near 0.6, which is to be expected since, if Pdet(W) were 
zero for W < Wmin and unity for all larger w, PIOIa! would equal exp( -WminlT) = 0.61. 

A comparison of the Ao and Wmin columns of Table AI shows the approximate limits 
of pulse detection, and the Ie columns show typical corresponding filter bandwidths. The 
choice of the <I>/O'n ratio equal to 3 instead of 5 allows pulses shorter by a factor of 2-3 to 
be detected, but at the cost of higher false-event rates. For large pulses (Ao > 1 pA in this 
case), Wmin decreases as lIAo, whereas for smaller pulses, Wmin varies as lIAo2. The Ao values 
given correspond to the standard noise spectrum; for other 1 + I spectra, the dimensionless 
parameter A02/(Sofo) is the appropriate measure for the signal-to-noise relationship, and Wmin 

values should be scaled as lifo for 10 differing from 1 kHz. 
Although this analysis has been quite complicated, the practical conclusions can be 

stated simply. First, for detecting channels of relatively low amplitude, implying that!c must 
be set to be below 10 (1 kHz in this example) to obtain a suitable background noise level, a 
good choice for <I> is about 0.7Ao. This is near the peaks of the corresponding PIOlal curves 
but is low enough to insure a sharp transition in the Pdel(W) curves. Second, for detecting 
larger channel events, for which/c can be larger than 10, the exact choice of <I> is less critical, 
with the range 0.4 to O.5Ao generally being best. The special case <I> = 0.5 Ao is of interest 
for event characterization. It can be seen from Fig. Ale and D that Plota! is always at least 
85% of its peak value when <I> = 0.5 Ao is chosen. 

Appendix 2. The Expected Distribution of Fitted Amplitudes 

We derive here the distribution of channel amplitudes that would be expected when 
amplitudes are estimated by averaging. Points are averaged over an interval Wa that lies 
within the "flat-top" portion of an event. This estimate, A, has an expected value (long-term 
average) equal to the true channel amplitude, Ao. 

We assume that the background noise spectrum is flat and that the noise does not change 
appreciably when a channel opens. In this case, A has a variance that depends on Wa 

according to 

(A2) 

where So is the (one-sided) spectral density. Strict equality holds in the limit when Wa is very 
large compared with the recording system risetime Tn but the approximation is actually very 
good for all Wa 2:: Tr • It is also a good approximation to the error in least-square fitting of 
the time course (Fig. lIB). 

In practice, the background noise spectrum rises with frequency, but it is usually flat 
below 1 kHz. Since the frequencies that predominantly contribute to 0';" are below I = 
1/2wa, for Wa on the order of 1 ms or larger the flat-spectrum assumption is usually justified, 
with So being taken as the low-frequency spectral density. 

Assuming that the baseline level is known exactly, 0';" is the entire variance of the 
channel amplitude estimate. If we assume that the background noise is Gaussian distributed, 
the probability density of values of A for a given Wa is also Gaussian: 

(A3) 
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In practice, one does not want to hold the averaging interval constant but instead allows it 
to vary with the channel-open time, to. We assume the relationship 

(A4) 

where tm is the (fixed) length of an event that is "masked off" before averaging; this would 
typically be chosen to be between 1 and 2 risetimes in length to avoid any bias toward lower 
estimates as a result of the rising and falling edges of the pulse. Finally, we wish to ignore 
amplitude estimates from the briefest events by setting a lower limit Wmin for averaging 
widths. The resulting pdf for the amplitude from an ensemble of events having random 
widths is then given by 

g(A) = r gw(A;wJf(wa)dwa 
Wmin 

(A5) 

where ft..wJ is the pdf of averaging widths. If to is distributed according to a mixture of 
exponential densities, as in equation 30, thenft..wJ is also mUltiexponential, 

(A6) 

Substituting equations A6 and A3 into the integral A5 yields 

(A) - 1 lao 112 [Wa(A - Ao)2] [~ -w for°ld g - (211'S )112 0 Wa exp 2S ~alrie a, Wa 
o WmlD 0 

(A7) 

It is helpful to change the variable of integration to Xi = (WalTi)112 and to introduce the defini
tions 

XOi = (wmin/Tj)ll2 

CTOi = (SO/T)112 (AS) 

where XOi is dimensionless and gives a measure of the spread of the distribution of Wa values, 
and CTOi is the standard deviation of an amplitude estimate when Wa = Tj. Finally, we set 
8j = (A - Ao)/2112 CTOi so that 8; are the normalized deviations of A from its expected value. 
The integral can then be evaluated to yield 

where erfc is the complementary error function. (A formula for numerically evaluating this 
function is given in Appendix 3). 
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Figure A2 shows plots of this distribution for various values of Xo in the case where 
the open time has a simple exponential distribution with mean T. Since 0"0 is kept constant, 
the figure demonstrates the effect of changing the duration limit Wmin on the shape of the 
amplitude distribution obtained from a given set of single-channel events. When Xo is larger 
than unity, the first term of equation A9 predominates, so that the distribution is essentially 
Gaussian in shape and has a standard deviation O"a .... O"oIxo = (So/wmin)I12. Largexocorresponds 
to the case in which Wmin is large compared to T, so that the distribution of W values dies 
off quickly beyond Wmin' A nearly Gaussian amplitude distribution is therefore to be expected 
from the tightly clustered Wa values. 

As Xo decreases, the tails of the distribution become wider, and the distribution becomes 
distinctly non-Gaussian, but it remains symmetrical. To obtain the sharpest distribution, it 
is best to choose Wmin (and therefore xo) to be large. However, a high Wmin value implies that 
fewer events will be counted in the amplitude histogram. A good compromise is to choose 
Wmin = T/2, yielding x3 = 0.5. This allows the fraction exp( -112) """ 0.6 of the maximum 
number of events to be counted while yielding a distribution that is nearly indistinguishable 
from a Gaussian having the standard deviation 0" = 1.240"0 (Fig. A2B). 

Rather than computing the background noise power spectrum to determine So, it may 
be more convenient in practice to estimate aa directly. This can be done by forming the 
averages of a large number of successive stretches, of length T, of the background trace. The 
variance of these values can then be used directly as an estimate of aa. 

Appendix 3. Numerical Techniques for Single-Channel Analysis 

A3.t. A Digital Gaussian Filter 

This digital filter forms output values Yi from input values Xi by forming a weighted sum 

" 
Yi = ~ ajxj_j (A 10) 

j=-" 

where the aj are coefficients that sum to unity. 

~~~/_-~~~,~-~~-~ 
-5 o 5 -4 -2 0 2 4 

Deviation in measured event amplitude( units of 00) 

Figure A2. A: Plots of the function in equation A9 for various values of the parameter xa, in the case where 
the open time has a simple exponential distribution. The plots were scaled to superimpose the peak values. 
B: Comparison of equation A9 with a Gaussian function. The parameter Xo was chosen to be 1I.ji; the 
Gaussian function (dotted curve) was fitted by eye and had a standard deviation equal to 1.240"0' 
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A continuous-time Gaussian filter is characterized by the width parameter or "standard 
deviation" 0" g of its impulse response, which is related to the cutoff frequency!c according 
to (see equation 2) 

O"g = 0.1325ifc (All) 

Similarly, for a discrete filter, 0" g can be defined in units of sample intervals, in which case 
equation All holds if!c is expressed in units of the sampling rate. 

For a discrete Gaussian filter having width 0" g' the coefficients have the form 

I (-P) 
aj = .ji7r0" g exp 2~ (AI2) 

and the number of terms, n, is chosen so that the missing terms are negligible in size; in the 
implementation described here, n is chosen to be 40" g' 

If O"g is relatively small, coefficients of the form of equation AI2 sum to less than unity 
and yield a filter with wider bandwidth thanfc; these errors exceed 1% when O"g is less than 
about 0.6. Since small 0" g corresponds to relatively light filtering, a suitable choice for the 
coefficients in this case is 

(AI3) 

so that each output value of the filter depends only on the corresponding input value and its 
two neighboring points. This simple filter function causes no problems with aliasing, provided 
the original data points are sampled at a sufficient rate, e.g., five times the cutoff frequency 
of Bessel-response prefiltering. 

Filter procedures are presented in Fig. A3 for FORTRAN and in Fig. A4 for MODULA-
2. The FORTRAN implementation operates on an array of integer input values and produces 
integer output; intermediate computations are however, performed in floating point. Note 
that because the number of coefficients n (this value is called NC in the FORTRAN subroutine, 
NumCoeffs in the MODULA-2 version) increases inversely as fc, sufficient room in the 
coefficient array A should be provided for the smallest expected!c value. For example, n = 
53 for Ie = 0.01, but n =5 for!c = 0.1. The MODULA-2 implementation consists of two 
procedures, one to compute the coefficients and the other to perform the actual filtering. The 
latter, DoFilter, operates on real (floating-point) values and is capable of decimating the data, 
i.e., producing fewer output points than input points. 

As an example of the use of these subroutines, suppose that we have a digitized record 
that was filtered with a Bessel filter at 2 kHz and sampled at a 10-kHz rate. To reduce the 
effective bandwidth to I kHz, the second filtering operation should have a cutoff frequency 
(see equation 4), of (I - 114)-112 = 1.15 kHz. In calling the filter routine, the FC or Frequency 
variable should therefore be set to 0.115. 

In both of the implementations shown, the evaluation of the sum (equation AlO) is 
done only after checking that the input array bounds will not be exceeded; the result is that 
the values of the input points before the beginning and after the end of the input array are 
in effect assumed to be zero. Although the points in the middle of a long data array will not 
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SUBROUTINE FILTER (IN, OUT, NP, FC) 
C 
C Gaussian filter subroutine. Accepts integer 
C data from the array IN, filters it with a -3db 
C frequency FC (in units of sampling frequency) 
C and returns the integer results in the OUT array. 
C 

INTEGER IN(NP), OUT (NP) 
REAL A(54) 

C (Coefficient array. 54 terms are sufficient 
C for FC >= .01 
C 
C -----First, calculate the coefficients----

SIGMA = 0.132505 I FC 
IF (SIGMA. LT. 0.62) GOTO 10 

C 
C Standard gaussian coefficients. 
C NC is the number of coefficients not counting 
C the central one A(O) . 

C 

NC = INT( 4.0 * SIGMA ) 
IF (NC .GT. 53) NC = 53 
B = -0.5 I ( SIGMA * SIGMA 
A(l) = 1.0 
SUM = 0.5 

DO 5, I = 1, NC 
TEMP = EXP( (1*1) * B ) 
A(I+l) = TEMP 
SUM = SUM + TEMP 

5 CONTINUE 
C Normalize the coefficients 

C 

SUM = SUM * 2.0 
DO 7, I = 1, NC + 1 
A(I) = A(I) I SUM 

7 CONTINUE 
GOTO 20 

C Alternate routine for narrow impulse 
response. Only three terms are used. 

10 A(2) = SIGMA * SIGMA I 2.0 
A(l) = 1.0 - 2.0 * A(2) 
NC = 1 

C 
C -----Actual filtering is done here-----
20 DO 40, I = 1, NP 

JL = I - NC 
IF (JL .LT. 1) JL = 1 
JU=I+NC 
IF (JU .GT. NP) JU = NP 

C 
SUM = 0.0 

DO 30, J = JL, JU 
K = lABS (J-I) + 1 
SUM = SUM + IN(J) * A(K) 

30 CONTINUE 
C 

OUT(I) = SUM 
40 CONTINUE 

RETURN 
END 

FigureA3 
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IMPLEMENTATION MODULE FilterReali 

FROM SYSTEM IMPORT ETOXi (* exp function *1 
FROM InOut IMPORT writeString, WriteInt, WriteLn; 

CONST 
MaxFilterCoeffs = 220; 

(* Module global variables *1 
VAR 

NumCoeffs INTEGER; 
Coeffs : ARRAY(O .. MaxFilterCoeffs] OF REAL; 

PROCEDURE SetGaussFilter ( Frequency: REAL I; 
(* Load the filter coefficient values according to the cutoff 

frequency (in units of the sample frequency) given. 
*) 

VAR 
sigma, b, sum 
i 

REAL; 
INTEGER; 

BEGIN 
sigma:=0.132505/Frequency; 
IF sigma < 0.62 THEN (* light filtering *) 

Coeffs[!] := sigma*sigma*0.5: 
Coeffs[O] := 1.0 - sigma*sigma: 
NumCoeffs: =1; 

ELSE (* normal filtering *) 

NumCoeffs:= TRUNC(4.0 * sigma); 
IF NumCoeffs > MaxFilterCoeffs THEN 
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WriteString ("FilterReal.SetGaussFilter: Too many coefficients:·); 
Writelnt( NumCoeffs, 4 ); WriteLn; 
NumCoeffs:= MaxFilterCoeffs; 

END; 
b:= -1.0/(2.0*sigma*sigmal; 

(* First make the sum for normalization *) 
sum:= 0.5; 
FOR i:=1 TO NumCoeffs DO 

sum:= sum + ETOX( b * FLOAT(i*il ); 
END; 
sum:= sum * 2.0; 

(* now compute the actual coefficients *1 
Coeffs[O]:= 1.0 / sum; 
FOR t:=! TO NumCoeffs DO 

Coeffs[i]:= ETOX( FLOAT(i*i) * b I I sum; 
END; 

END; 
END SetGaussFilter· 

FigureA4 

be affected by this, the first and last n output values are reduced in magnitude by this 
truncation of the sum. This becomes an important issue when one wishes to filter a long 
digitized recording that does not fit into a single array of length N. The way to avoid the 
"edge effects" is to read overlapping segments of data into the input array and then to write 
out only the central N - 2n points of the output array each time (with the exception of the 
first and last segments, where the initial and final "edges" should be written to preserve the 
total number of points). 
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PROCEDURE DoFilter( VAR Input. Output : ARRAY OF REAL; 
NumInputPoints : INTEGER; 
Compression : INTEGER); 

1* From the Input array. create a filtered Output that is 
decimated by Compression. Thus the number of output points 
is equal to NumlnputPoints DIV Compression. SetGaussFilter 
must be called before this procedure to set up the filter coefficients. 

*) 

VAR 
iO. i. j 
jmax. jmin 
sum 

BEGIN 

INTEGER; 
INTEGER; 
REAL; 

FOR iO := 0 TO INumInputPoints DIV Compression) - 1 DO 
i := iO .. Compression; 

(* Make sure we stay within bounds of the Input array *) 
jmax := NumCoeffs; 
jmin := NumCoeffs; 
IF jmin > i THEN jmin := i END; 
IF jmax >= NumlnputPoints - i THEN jmax := NumInputPoints - i-I END; 

sum := Coeffs[O] * Input[i]; (* Central point *) 

FOR j := 1 TO jmin DO 
sum : = sum + Coeffs[j} * Input[i-j}; 

END; 

FOR j := 1 TO jmax DO 
sum := sum + Coeffs[j] .. Input[i+j]; 

END; 

(O' Assign the output value *1 
Output[iO] := sum; 

END; (O' FOR iO *) 
END DoFilter; 

END FilterReal. 

(O' Early points 

(. Late points 

Figure A4. Continued. 

AJ.2. Cubic Spline Interpolation 

O') 

* ) 

A very useful interpolation technique for single-channel recording is the cubic spline, 
in which a cubic polynomial spans the interval between each pair of data points. A different 
polynomial is used for each interval, with coefficients chosen to match the function values 
as well as the first and second derivatives at the sample points. An introduction to the theory 
can be found in Hamming (1975). Briefly, we wish to find an interpolating function/whose 
valuesftl),ft2) ... match the data values y" Y2, ... obtained at equally spaced sample times. 
Intermediate values ftk + 0) for 0 between 0 and 1 are given by 

(A14) 

where p = 1 - O. Before the interpolation is done, the coefficients ak must be computed. 
They are specified by the system of equations 

(A15) 

which can be solved by Gaussian elimination. 



Practical Analysis of Records 

SUBROUTINE SPLINE (IN, OUT, A, N, NOUT) 
C 
C This subroutine accepts N integer values from array 
C IN, interpolates them by the factor NE = NOUT/N 
C and returns the NOUT-NE+l output points in the 
C array OUT. The array A is used internally for 
C coefficients of the cubic term of the interpolating 
C polynomial. 
C 

C 

C 
C 
C 

C 

C 

INTEGER IN(N), OUT (NOUT) 
REAL A(N) 

B = -1.0 I '(2.0 + SQRT( 3.0 » 
NE = NOUT / N 
NE1 = NE - 1 
E = NE 

Form the coefficient array 

A(l) = 0.0 
A(N) = 0.0 
DO 10, 1=2, N-l 

TEMP = 2 * IN(I) - IN(I-1) - IN(I+l) 
A(I) = B * (TEMP + A(I-1)) 

10 CONTINUE 

DO 20, 1=1, N-l 
J = N-I 
A(J) = A(J) + B * A(J+l) 

20 CONTINUE 

C Insert the original points into OUT 
C 

C 

DO 30, 1=1. N 
K = NE*I - NEI 
OUT(K) = IN(I) 

30 CONTINUE 

C Handle the intermediate points 
C 

DO 40, J=l. NE1 
P = J/E 
Q = 1.0 - P 
P3 = P * (P * P - 1.0) 
Q3 = Q * (Q * Q - 1.0) 
DO 40, 1=1. N-l 

II = 1+1 
K = NE * I + J - NEI 
OUT(K) = Q*IN(I) + P*IN(Il) + Q3*A(I) + P3*A(Il) 

40 CONTINUE 
RETURN 
END 

Figure AS 

581 
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IMPLEMENTATION MODULE SplineReal; 

PROCEDURE Spline (VAR In, Work, OUt: ARRAY OF REAL; 
InNumber INTEGER; 
Expansion INTEGER); 

(* From the InNumber input points, make (InNumber-l) * Expansion - 1 
output points, using cubic spline interpolation. The output 
points OUt[ Expansion * i] are equal to the corresponding input 
points In[i]. 
The Work array must have at least InNumber elements. 

*) 
CaNST 

c == 0.2674919; (* equals 1 I ( 2 + sqr(3) ) *) 

VAR 
p, q, 
p3, q3 
i,j.k,ini 

REAL; 
INTEGER; 

BEGIN 
(* Compute coefficients: forward calculation *) 

Work [0] : = o. 0; 
FOR i : = 1 TO InNumber-2 DO 

Work[i):= c * ( In[i-1] - 2.0 * In[i) + In[i+1] - Work[i-1] ); 
END; 

(* Back-substitution *) 
Work [InNumber-1] := -c * Work[InNumber-2]; 
FOR i := InNumber-1 TO 1 BY -1 DO 

Work[i-l] := Work[i-1) - c * Work[il; 
END: 

(* Copy the original points *J 
j := 0: (* j is the output pointer *) 
FOR i:=O TO InNumber-1 DO 

Out[j) :=In[i]; 
INC(j. Expansion); (* increment j by Expansion *) 

END: 

(* Compute the interpolated points *) 
FOR k:=1 TO Expansion-1 DO 

p:= FLOAT(k) I FLOAT(Expansion); 
q:= 1.0 - p; 
p3 : = p • ( p * p - 1. 0) ; 
q3 := q * ( q * q - 1.0): 
? .:= k: 
1n1:= 0; 
FOR i: =0 TO InNumber-2 DO 

Out[j]:= q * In{ini] + p * In[ini+1] 
+ q3 * Work[i) + p3 * Work[i+1]; 

INC(ini); 
INC(j. Expansion); 

ENO; 
END; 

END Spline; 

END SnlineReal. 

FigureA6 
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subroutine AMOCALL(npar,nvert,simp,theta,stepfac,functol,funk, 

& fmin,niter) 

c Subroutine to simplify call of AMOEBA.FOR from Press et al. (1992) 

c This subroutine uses the input values (see below) to: 

c (1) set up the starting simplex in simp(21,20) 

c (2) set the corresponding function values in fval(21) 

c 

c SIMP should be declared in calling program, e.g. as simp(21,20). 

c (SIMP is defined here, but because of problems in passing values 

c in 2-dimensional arrays with variable dimensions, it is simpler 

c to declare SIMP in the calling program) 

c 

c INPUT: 

c npar = number of parameters 

c nvert = npar+ 1 

c theta (npar) = initial guesses for parameters 

c stepfac = value to control initial step size, e.g. stepfac=O.1 

c starts with step size=O.l*initial guess. 

c functol = tolerance for convergence (should be set to machine 

c precision, or a bit larger -see Press et al.) 

c funk = name of subroutine that calculates the value to be 

c minimized 

c 

c OUTPUT: 

c theta = final values of parameters (in this version, set to the 

c parameters corresponding to the best vertex of final simplex). 

c frnin = corresponding minimum value for funk (theta) 

c niter = number of function evaluations done 

c 

c 

c 

real simp(nvert,npar),fval(21) ,theta(npar).step(20) 

EXTERNAL funk 

nvert=npar+l # of vertices in simplex 

FigureA7 
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The FORTRAN subroutine SPLINE (Fig. A5) accepts an integer array of N data values 
and fills a second integer array with the original points and interpolated values. The subroutine 
first computes the coefficients in an efficient manner that is equivalent to Gaussian elimination 
and backsubstitution. The N coefficients are kept in a real array A for further use if desired. 
The subroutine forces the second derivative of f to be zero at the first and last data points. 
This means that if a long record is to be interpolated in shorter segments, the segments 
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c 

c 

do j=l,npar 

step(j)=stepfac*theta(j) 

enddo 

do j=l,npar 

simp(l,jl=theta(jl 

enddo 

David Colquhoun and F. J. Sigworth 

!!start values=vertex 11 

fval(ll=funk(theta) !function value for these 

fac=(sqrt(float(nvert)I-1.)/(float(npar)*sqrt(2.» 

do i=2,nvert 

do j=1,npar 

simp(i,j)=simp (l,j) + step(j)*fac 

enddo 

simp(i,i-l)=simp(l,i-l) + step(i-l)*(fac+l./sqrt(2.1) 

do j=l,npar 

theta(j)=simp(i,j) 

enddo 

fval (i) = funk (theta) 

enddo 

!copy paramters into theta (for funk) 

!function value for these 

call AMOEBA(simp,fval,nvert,npar,npar,functol,funk,niter) 

c Return the best vertex 

c 

fmin=fval(ll 

do i=2,nvert 

if(fval(i) .It.fmin) then 

fmin=fval (i) 

do j=l,npar 

theta(j)=simp(i,j) 

enddo 

endif 

enddo 

RETURN 

end 

Figure A7 Continued. 

should have some overlap (e.g., ten data points) to allow smooth "splicing" of the interpo
lated segments. 

A MODULA-2 implementation of the same algorithm is given in Fig. A6. Here the 
coefficients ak are stored in the Work array while the input and output data are assumed to 
be in arrays of real values. 
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A3.3. Error Function Evaluation 

For computations involving the step response of Gaussian filters, a numerical approxima
tion for the error function is required. One of the simplest approximations for the complemen
tary error function is 

(AI6) 

where t = 11(1 + px); p = 0.47047; a, = 0.3480242; a2 = -0.0958798; a3 = 0.7478556; 
and where x is restricted to positive values. The error in this approximation is less than 2.5 
X 10-5• 

The error function itself can be evaluated as 

erf(x) = 1 - erfc(x) 

and for negative values of x. 

erf(x) = -erf( -x) 

The formula in equation A16 is from Hastings (1955), which also contains more exact 
formulas. These formulas can also be found in Abramovitz and Stegun (1964), p. 299. 

A3.4. A Calling Routine for AMOEBA 

The subroutine (in FORTRAN) designed to simplify calling of the simplex minimization 
routine by Press et al. (1992) is given in Fig. A7. This was discussed in Section 6.3. 
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Chapter 20 

A Q-Matrix Cookbook 
How to Write Only One Program to Calculate the 
Single-Channel and Macroscopic Predictions for Any 
Kinetic Mechanism 

DAVID COLQUHOUN and ALAN G. HAWKES 

1. Introduction 

It is clear from the examples in Chapter 18 (this volume) that the algebra involved in kinetic 
arguments can be quite lengthy, even for simple mechanisms with only three states. For 
more complex mechanisms it becomes rapidly worse. Furthermore, this complicated algebra 
would have to be carried out separately for every kinetic mechanism that was of interest. 
On the other hand, the use of matrix notation allows perfectly general solutions to be written 
down. Not only are the results general, but they are also compact and simple-looking. They 
do not result in pages of complicated-looking algebra. For example, once a solution has been 
obtained for a quantity such as the distribution of the burst length, this result can be applied 
to any kinetic mechanism that is postulated. There is no need for further algebra (or for 
further programming) when a new mechanism is considered. With a general computer 
program, all that is needed is to supply the program with a definition of the states and the 
values of the transition rates for the mechanism you wish to study. 

Chapter 18 (this volume) includes a brief introduction to matrix-based theory. More 
comprehensive treatments are given, for example, by Colquhoun and Hawkes (1982). The 
paper by Colquhoun and Hawkes (1981) contains some explicit algebraic examples for 
common mechanisms, but this paper should not be consulted for the underlying theory, which 
is dealt with more elegantly in the 1982 paper. 

The purpose of this chapter is to provide a guide to programming the sort of general 
matrix results needed, so that you can obtain numerical predictions from them. It is intended 
as a practical 'cookbook' guide rather than an explanation of the underlying theory. We 
consider a number of examples based on one particular mechanism. Although these do not 
exhaust all the possible things you can do, they exhibit the usefulness of the approach, and 
the computational elements needed are readily adapted to other situations. 

Note to the reader: At the author's request this chapter will use British spelling and the abbreviations ms 
and f..LS instead of msec and f..Lsec. 

DAVID COLQUHOUN • Department of Pharmacology, University College London, London WClE 
6BT, England. ALAN G. HAWKES • European Business Management School, University of Wales 
Swansea, Swansea SA2 8PP, Wales. 
Single-Channel Recording, Second Edition, edited by Bert Sakmann and Erwin Neher. Plenum Press, New 
York,I995. 
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Within the body of this chapter we assume that the reader is familiar with the basic 
notation and operations of matrix algebra such as addition, subtraction, and multiplication 
of matrices, and the determinant of a square matrix; the fourth basic operation, division, is 
known as matrix inversion, the inverse (if it exists) of a matrix A being denoted by A-I. 
These basic operations are described briefly in the Appendix. If you are not familiar with 
the basic operations, please read the Appendix before proceeding further. 

Modem computer libraries have excellent routines for matrix manipulation, so it is not 
too hard to write an entirely general program to produce numerical results for any specified 
mechanism. For example there are the widely available NAG routines in FORTRAN and PASCAL, 

similar routines in the packages UNPACK and EISPACK, and very good matrix algebra facilities 
within the languages/packages such as APL, GENSTAT, SPLUS, and MATLAB and the computer 
algebra packages such as MAPLE, MATHEMATICA, MACSYMA, REDUCE, and DERIVE. General 
computational guidance and some code can be found in the invaluable book, Numerical 
Recipes, by Press et al. (1993). 

Because of all this variety, we do not, in general, give detailed computer code in any 
language, except a few simple examples in languages that are particularly appropriate for 
this kind of work but that may be less well known. We concentrate instead on discussing 
the principles involved in one or two of the trickier parts and give numerical examples 
against which others can check the results obtained from their own programs. 

Numerical Solutions and Explicit Solutions 

One virtue of writing out the algebra the hard way is that one can see every term in 
the equations, and therefore one may be able (if the results are not too complex) to get a 
feeling for how the equations work, e.g., which are the important bits of the equation, and 
which bits can be neglected. On the other hand, if it gets complex, one may get easily 
confused and make mistakes. 

At the other extreme, it is sometimes possible to solve the equations numerically without 
solving them algebraically at all. For example, the macroscopic behaviour of a kinetic system 
is described by a set of linear first-order differential equations, and standard algorithms exist 
in all computer libraries (e.g., the Runge-Kutta method) for producing the numerical solution 
of such sets of equations, given values for the rate constants, etc. The solution comes out 
as a set of numbers, e.g., the fraction of open channels at each of a set of specified times. 
Not much work is needed to get the results, but, on the other hand, the results have no 
generality. Thus, if the value of a rate constant or concentration is changed, the whole 
calculation must be done again. 

In some cases, this sort of numerical solution is all that is possible. For example, if the 
ligand concentration is varying with time (as during a synaptic current), then the coefficients 
of the differential equations are not constant, and explicit solutions are usually not possible. 
If, however, the coefficients are constant (e.g., concentrations and membrane potential are 
constant throughout), then solutions to most problems can be found in the form of a sum of 
exponential terms. Once this has been done, values can be calculated at any time point with 
little further effort, and, moreover, the time constants involved in these expressions may be 
interpreted physically. The problem is that the algebraic expressions for these time constants, 
and for the coefficients of the exponential terms, are very complicated except in the simplest 
cases. In mechanisms with three distinct states, for example, the time constants must be 
found as the solution of a quadratic equation (illustrated in Chapter 18). With four states the 
time constants are the solutions of a cubic equation. Although a cubic equation can, like a 
quadratic, be solved explicitly, the results are even more untidy. 
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With more states than four, the higher-degree polynomials that must be solved for the 
time constants are not generally solvable in an explicit form. This fact blurs the distinction 
between numerical and explicit results. The use of matrix notation allows explicit solutions, 
in the form of sums of exponential terms, to be written compactly and elegantly. But, in 
order to calculate numbers from these 'explicit' results, it will usually be most convenient 
(though not necessary) to evaluate the time constants of the exponentials. This process 
involves solving a polynomial equation for the time constants, as just described, a process 
that is known, in matrix jargon, as finding the eigenvalues of a matrix, as explained below. 
This polynomial, if higher order than a cubic, will have to be solved by some sort of numerical 
method (routines for doing this are available in all computer matrix libraries, so you do not 
have to do this yourself). This does mean, though, that even explicit solutions will involve 
numerical steps when one wishes to calculate values from them. 

2. Basic Notation and a Particular Mechanism 

In this section we introduce the basic notation we will use and exemplify it by a particular 
mechanism that we will use throughout the chapter to give some numerical examples (see 
also the final section in Chapter 18, this volume). Further notation will be introduced as 
needed for calculating particular quantities. In general, an ion channel can be considered at 
any time to be in one of k physical states, which we will label by the integers 1 to k, and 
the dynamics are governed by the transition rates qij' which here are interpreted as giving 
rise to probabilities as follows: if the channel is in state i at time t then, for a small time 
increment 8t, 

P[channel moves to statej during the time interval (t, t+8t)] =- q ij 8t (1) 

where == means 'approximately equal to'. More precisely, qjj is the limit as 8t tends to zero 
of the ratio of the above probability and the increment 8t (see Chapter 18, this volume, 
Section 1.2). Clearly, this definition makes sense only when i and j are different (i.e., i *" 
j). The matrix Q is a square array of values with k rows and k columns. The entry in the 
ith row and jth column of this array is qij' and the value (for i *" j) is usually simply the 
rate constant for transitions between states (these transition rates all have dimensions of 
reciprocal time, so association rate constants must be multiplied by the ligand concentration, 
as discussed in Chapter 18 (this volume), to obtain the transition rate). Thus equation 1 is 
the microscopic probabilistic manifestation of the law of mass action. This defines all the 
entries in Q except for those along its diagonal (i.e., the values for i = J)' These diagonal 
elements qu are then chosen so that the sum of the values in each row is zero; thus, qu is 
negative, and -qji represents the total rate at which the channel leaves state i, or -llqu is 
the average duration of a sojourn in state i. 

In order to relate the algebra to the experimentally observed channel behaviour, the 
next step is to classify the k states according to their observable characteristics. The simplest 
classification is into open states and shut states, and we will use the symbol s4. to denote 
the index set of the open states and cg; to denote the set of shut states (examples are given 
below). If we are interested in burst characteristics, it will be useful to subclassify the shut 
states as being 'brief' or 'long'. The brief shut states are those that have short lifetimes on 
average and can be associated with short shut times within a burst; the index set of these 
will be denoted by rA. The remaining 'long' shut states, associated with long gaps between 
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bursts, will be denoted by '€. Then f!f = ~U,€, the union of the two sets; i.e., all shut states 
are classified as either brief or long. It is convenient to number the states so that .54. contains 
the smallest index numbers, '€ the largest and ~ the intermediate values. Let the numbers 
of states in each group be denoted klA' ~, and~; then k/A. + ~ + ~ = k. 

2.1. A Five-State Mechanism 

All the illustrations in this chapter are done with respect to the five-state mechanism 
shown in equation 110 of Chapter 18 (this volume) and reproduced in equation 2. There are 
k/A. = 2 open states, which are numbered 1 and 2 in equation 2, so the set of open states is 
.54. = {1,2}. 

State State 
number number 

S R 

k- t 1l 2k+t 

4 AR~ AR* 1 (2) 

2k-,1l ~k!'l k!, 
3 A2R~ A2R* 2 

(X2 

We suppose that the two states for which agonist molecules are bound, but the channel 
is shut, are both short-lived, so we number them as states 3 and 4 and classify them as ~ 
states; i.e., we take ~ = {3,4}, with ~ = 2. It should be noticed at this point that, since 
we wish to identify brief observed shut times with sojourns in this set of states, it is actually 
not good enough to say that the lifetimes of states 3 and 4 are both (on average) brief; we 
actually require that a sojourn within subset ~ should be (on average) brief. The latter does 
not necessarily follow from the former because, if the rate constants were such that there 
were many 3 ++ 4 transitions before ~ was left, it is possible that a long time could be spent 
within ~ even though states 3 and 4 were both short-lived. Finally the set'€ = {S} consists 
of the single shut state, ~ = I, in which no agonist molecules are bound to the channel 
receptors. This is supposed to have a long lifetime; this will, of course, be true only when 
the agonist concentration is low, so the calculations refer only to this condition. 

The transition rate from state 3 to state 4 is labeled, on diagram 2, as 2k_2 rather than 
L 2• This is because two agonist molecules are bound to state 3, and one or the other must 
dissociate to make a transition to state 4. If the dissociation rate constant for a single 
agonist-receptor complex is k-2' and if the two bound molecules both behave in the same 
way, the fact that either may dissociate makes the total transition rate 2k-z. The rate for a 
single site, L 2, is known as a microscopic rate constant, whereas the net transition rate, 
2k_2' is a macroscopic rate constant. Similar remarks apply to the 2 ~ 1 transition and to 
the S -+ 4 transition. We shall use microscopic rate constarits here because they are the 
most fundamental physical quantities (but remember the implicit assumption of equivalent 
binding sites). 
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2.2. The Q Matrix 

The general Q matrix for this mechanism is shown in equation 127 of Chapter 18 (this 
volume). As in Colquhoun and Hawkes (1982), we take for our calculations the particular values 
\31 = 15 s-I,\32 = 15,000 S-I, a.1 = 3000 S-I, a.2 = 500 S-I, k_1 = k-2 = 2000 S-I, k+1 = 5 X 
107 M-I S-I, k+2 = kt2 = 5 X 108 M-IS-I. Then the principle of microscopic reversibility 
implies that we must also have k!.2 = (1I3)S-1 (see Chapter 18, this volume, Section 7). 
Finally, we take the agonist concentration to be XA = 100 nM; thus, for example, QS4 = 
2k+ 1XA = 2 X (5 X 107 M-1s- 1) X (100 X 10-9 M) = 10 S-I, as shown in row 5, column 
4 of Q, below. When these values are substituted into the general forms given in equation 
127 of Chapter 18 (this volume), we get the Q matrix: 

-3050 50 0 3000 0 
0.666667 -500.666667 500 0 0 

Q= 
0 15000 -19000 4000 0 (3) 

15 0 50 -2065 2000 
0 0 0 10 -10 

Alternatively, it may be more convenient to work on a millisecond time scale, in which case 
we multiply the above transition rates by 10-3 giving, in ms -I, 

,... 
0 

-
-3.050 0.05 0 3 

0.000666667 -0.500666667 0.5 0 0 

Q= 0 15 -19 4 0 (4) 
0.015 0 0.05 -2.065 2 

I- 0 0 0 0.01 -0.01 _ 

This has also an advantage in having entries closer in value to 1 than the previous version 
of Q, as some matrix routines can become numerically unstable if the entries are too large 
or too small. This is the example we will work with. The element q21 is actually (2/3) X 
10-3; again, because of numerical sensitivity of some matrix operations, one should make 
this reasonably accurate, and we have expressed it as a decimal to six significant figures. 

The matrix in equation 3 has been partitioned into blocks, indicated by the horizontal 
and vertical hairlines; these divisions correspond to the division of states into the open states 
(set ,yg,) and the shut states (set ~). The matrix in equation 4 has also been partitioned into 
blocks, the divisions in this case correspond to the division of states into the sets ,yg" 00, and 
«6. This is an example of the general partition of Q into the forms 

(5) 

where, for example, Q.9f1Ya indicates a sub matrix of the matrix Q obtained by selecting the 
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rows belonging to the index set s1. (in this case 1,2) and the columns belonging to the index 
set 00 (in this case 3,4, so <!.t~ has two rows and two columns). Thus, from equation 4 we 
have in the present case 

(6) 

The use of submatrices of this sort is very common in all calculations that concern 
single-channel properties. In contrast, calculations concerning the average properties of a 
large number of channels (Le., relaxation or noise analysis) use the whole Q matrix as it 
stands, as illustrated in Section 4 below. The fact that single-channel observations allow use 
of a smaller matrix is one way of viewing the reason single channels can provide simpler 
and more direct inferences than macroscopic observations. 

In computer programs for the evaluation of single-channel models, it is, therefore, very 
commonly required to find a submatrix of Q, i.e., in the example above, to move the values 
in rows 1,2 and columns 3,4 as in equation 4 into rows 1,2 and columns 1,2, as in equation 
6. It is easy to write a subroutine in any language that will move the elements in any specified 
rows and columns into the top left-hand comer in this way. Some languages make this very 
simple. For example, the computer language APL has very good array-handling properties, 
and one example is that if one assigns, say, A+--1 2 and B+--3 4, then the expression Q[A;B] 
is equivalent to Q",ga. 

3. Equilibrium State Occupancies 

The fraction of molecules in each state at eqUilibrium can be obtained from explicit 
algebraic expressions, which are not difficult to obtain even for complex mechanisms. How
ever, it is very convenient to have them evaluated by the same computer program that does 
the subsequent, more complex, kinetic calculations. Evaluation of equilibrium occupancies 
from the Q matrix directly raises some problems that may not be obvious, so this problem 
will be discussed next. 

We shall denote the occupancy of state i at time t as p,{t). Let p(t) be a row vector with 
k elements (a 1 X k matrix; see Appendix) that contains these occupancies for each of the 
k, states. 

(7) 

where pj(t) is the probability that the channel is in state i at time t. The corresponding vector 
of derivatives is 

dp(t) = [dpl(t) dp2(t) . .• dpk(t)] 
dt dt dt dt 

With this notation, the kinetic equations that describe the system can be written as 

dp(t) _ ()Q ---pt 
dt 

(8) 

(9) 
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This result follows directly from the law of mass action, which describes the rate of change 
of the concentration of each reactant (or, equivalently, of the fraction of the system in each 
state). The result can easily be verified for particular examples by multiplying out the right
hand side. Note, though, that matrix notation has allowed us to write an equation, equation 
9, that is correct for any mechanism, however complex and with any number of states. 

The term steady state means that these occupancies (probabilities) do not change with 
time, and so the derivatives are zero. In the absence of an energy input, the existence of 
steady state means that the system is at eqUilibrium (see Chapter 18, this volume, Section 
7). After sufficient time (t --+ 00), eqUilibrium will be reached, and the eqUilibrium occupancy 
of state i is denotedpj(oo). These equilibrium values are in the equilibrium vector ofprobabili
ties p(oo), which, from equation 9, satisfies the equation 

0= p(oo)Q (10) 

subject to Ipj(oo) = 1, because the total probability (or total occupancy) must be 1. Here, 
the symbol 0 represents a matrix with elements that are all zeros. [Mathematical note: for 
ergodic mechanisms, and this will include all reversible mechanisms with at most one closed 
set of states (i.e., a set that the channel cannot get out of), p(t) will tend to a unique limit 
vector p(oo) as t --+ 00, independently of initial conditions, and this will be the same as 
the eqUilibrium vector p above. In these circumstances the above equation will have a 
unique solution.] 

Several systematic methods for obtaining the steady-state distribution for any mechanism 
are available (all, of course, are just standard methods for solving simultaneous equations). 

3.1. The Determinant Method 

The best-known method is, perhaps, that based on the use of determinants (e.g., Huang, 
1979; Colquhoun and Hawkes, 1987). The Appendix gives a brief definition of a determinant, 
and all matrix program libraries contain routines for calculation of determinants, so it will 
never be necessary to program this oneself. The procedure is as follows. To find the value 
for pj(oo), cross out the ith row and the jth column of Q. Then calculate the determinant of 
the matrix that remains (which now has k - 1 rows and k - 1 columns). Call this determinant 
dj. Then pj(oo) can be calculated as dj divided by the sum of all k values of d. In general 

3.2. The Matrix Method 

k 

pj(oo) = d;l ~ dj 

j=l 

(11) 

In order to obtain numerical results from a computer program, it is generally more 
convenient to use matrix methods than to use determinants. This is, however, not quite as 
straightforward as it seems, essentially because the number of unknowns is one less than 
the number of equations, so one equation is superfluous. This is reflected in the fact that Q 
has a determinant of zero (because the rows each add up to 0) and so cannot be inverted 
(see Appendix). There are two ways around this problem. One is to define a modified 
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(reduced) Q matrix that has only k - 1 rows and columns rather than k (where k is the 
number of states in which the system can exist). This gets rid of the superfluity and thus 
allows a straightforward solution. The other, and perhaps more straightforward. solution is 
to use a trick (described below) to solve the equations directly. Both methods will be described. 

3.2.1. The Reduced Q-Matrix Method 

The procedure is to subtract the elements in the bottom row of Q from each of the 
other rows and to omit the last column. Thus, if we denote the reduced Q matrix as R, with 
elements rjj' then 

rij = qjj - qkj for 1:;;; i. j:;;; k - 1 (12) 

Thus. for the Q matrix in equation 4, the reduced version would be 

[ 

- 3.050 0.05 0 2.99] 
R _ 0.000666667 -0.500666667 0.5 -0.01 

- 0 15 -19 3.99 
0.015 0 0.05 -2.075 

(13) 

Define also a reduced version of the row vector that contains the equilibrium probabilities, 
with the last value, Pk(oo). omitted. The last value can be found at the end from the fact that 
the probabilities must add to 1. Call this vector 

Finally. define a row vector, r = [qkl qk2." qu- .1, that contains the first k - 1 elements 
of the bottom row of Q. In this example, from equation 4, we have 

r = [0 0 0 0.01] (14) 

The equations p(oo)Q = 0 imply p(oo)'R + r = O. Because R, unlike Q, can be inverted 
(it is not singular). the solution can be written as 

p(oo)' = -rR-l (15) 

All computer matrix libraries contain procedures for matrix inversion so it is not necessary 
to program this operation oneself (indeed is is not desirable, because enormous specialist 
effort has gone into writing algorithms that will give numerically accurate results). 

3.2.2. Solution of p(oo)Q = 0 Directly 

This can be done by adding a unit column (all values are 1) on to the right-hand end 
of Q to produce a matrix with k rows and k + 1 columns. Call this matrix S. Also define 
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a row vector, u say, containing k values all equal to 1. For example, from the Q matrix in 
equation 4, let u = [1 1 1 1 1] and 

-3.050 0.05 0 3 0 1 
0.000666667 -0.500666667 0.5 0 0 1 

S= 0 15 -19 4 0 1 (16) 
0.015 0 0.05 -2.065 2 1 

0 0 0 0.01 -0.01 1 

The solution for the equilibrium occupancies can then be found, for any mechanism, as 

p(oo) = U(SS'f)-l (17) 

In this result, ST represents the transpose of S (see Appendix), so SST is a matrix with k 
rows and k columns, but, unlike Q, it is not singular so it can be inverted to get the required 
solution. Hawkes and Sykes (1990) discuss this solution and show that in APL it is computed 
remarkably simply (see Appendix 1). 

With any of these three methods, the solution for our example matrix (equation 4) is, 
to four significant figures, 

p(oo) = (0.00002483 0.001862 0.00006207 0.004965 0.9931). (18) 

Under these conditions the channel is shut most of the time; it is open only 0.189% of the 
time, and for 99.3% of the time it is in the unoccupied state (state 5). 

4. Relaxation to Equilibrium 

4.1. General Solutions for the Rate of Approach to Equilibrium 

In any problem that involves the average behaviour of a large number of channels, the 
problem is to find how occupancies change with time. This description encompasses all 
macroscopic voltage-jump and concentration-jump experiments, for example. The problem, 
then, is to solve equation 9 for p(t); this vector contains the occupancy of each state at time 
t. We expect, under the conditions mentioned at the start, that the time course of these 
occupancies will be described by the sum of k - 1 exponential terms (Colquhoun and 
Hawkes, 1977). 

4.1.1. Initial Occupancies at Equilibrium 

The aim, in a jump experiment, is to keep the membrane potential and ligand concentra
tions constant at all times (except for the actual moment of the jump). The approach to 
eqUilibrium after a jump should therefore be dictated by the Q matrix calculated for the 
conditions (the potential and concentrations) that exist after the jump. In order to calculate 
this time course, we need to know the occupancy of each state at the moment (t = 0, say) 
when the jump was applied, i.e., the initial occupancies, p(O). If the system was at equilibrium 
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before the jump was imposed, then these initial occupancies will simply be the equilibrium 
occupancies, calculated as described in Section 3 from the Q matrix that describes the 
conditions before the jump. 

4.1.2. Initial Occupancies Not at Equilibrium 

In a more complex case we might wish to calculate the time course of the response to 
a brief pulse of membrane potential or concentration. This will involve two separate calcula
tions, one for the onset of the response from the moment (t = 0) that the pulse starts and 
another for the 'offset' of the response after the pulse ends. In this case it is reasonable to 
suppose that the system has equilibrated before the pulse is applied, so the initial occupancies 
for calculating the onset of the response can be found as above. However, if the pulse is 
brief (duration tp say), there will not be time for the system to come to equilibrium before 
the end of the pulse. The initial occupancies for calculating the 'offset' time course will 
simply be the occupancies, p(tp), that were found from the onset calculation to obtain at the 
moment t = tp when the pulse ends, and the calculation can then be completed using the Q 
matrix appropriate to the conditions after the end of the pulse. 

Formally, the solution of differential equation 9 is just 

p(t) = p(O)eQI (19) 

where p(O) contains the occupancy probabilities at t = O. This result, despite being completely 
general for any mechanism. looks no more complicated than its scalar (nonmatrix) equivalent, 
which would describe only the simplest two-state shut ++ open reaction. This astonishingly 
simple result is, in a sense, all that there is to be said about calculating the time course on 
the basis of some specified reaction scheme. Needless to say, though, there is a bit more to 
be said. In particular. it may not be at all obvious what eQI means. In this expression, e 
represents the usual (scalar) constant (2.71828 ... , the base of natural logarithms), but the 
exponent Qt is a matrix! The exponential of a matrix is an unfamiliar object even to 
many mathematicians. It is to some extent reassuring to find that it is defined by the usual 
power series 

(20) 

where I is the identity matrix (see Appendix), with matrices and their powers replacing the 
usual scalar terms with which we are familiar. It is immediately clear from this that, since 
Q is a k X k matrix, eQ1 is itself also a k X k matrix. The (infinite) series in equation 20 
involves nothing more complex than multiplying and adding matrices, so it can easily be 
evaluated, stopping after a finite number of terms of course. However, use of this expansion, 
though sometimes satisfactory, is not generally the fastest or the most accurate way of 
evaluating the exponential numerically. Furthermore. its use does not generate the k - 1 
exponential components that an experienced experimenter expects to see. 

4.2. Evaluation of p(t) as a Sum of Exponential Components 

The trick needed to accomplish this is a beautifully elegant technique called the spectral 
expansion of a matrix. This is critical to most of the results in this chapter, and the problem 
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is therefore looked at in more detail in Section 9. For the moment, we merely state that eQt 

can be written in the form 

k 

eQt = 2: Ai exp( - Ai t ), 
;=1 

(21) 

where Ai are eigenvalues of the matrix -Q, k in number (equal to the number of states), 
and the Ai are a set of square matrices derived from Q and known as the spectral matrices 
of Q. How these quantities are obtained from Q will be discussed in Section 9, below. Given 
this relationship, our solution can be written in the form 

k 

pet) = p(O)eQt = p(O) 2: A; exp( - Ai t ) 
;=1 

(22) 

We now have the exponentials in the familiar scalar form. However there are k terms, 
but we are expecting only k - 1 exponentials. The explanation of this is that Q is singular, 
so that one of the eigenvalues, say A I, is zero; thus, exp( - A I t) = exp(O) = 1, regardless of 
t. The other eigenvalues can all be shown to be real and positive, so that exp( - A,t) tends to 
zero as t ~ 00 for all eigenvalues except AI. Thus, the limit, letting t ~ 00, of the above 
equation shows that 

p(oo) = p(O)AI (23) 

and so 

k 

pet) = p(oo) + p(O) 2: A; exp( - Ait) 
;=2 

or, in terms of time constants, 

k 

pet) = p(oo) + p(O) 2: Ai exp( -tIT;) (24) 
i=2 

where T; = l/A; is the time constant of the ith component. The approach to the equilibrium 
is thus a mixture of k - 1 exponential components. Notice that the same set of k - 1 time 
constants describe the time course of change for all the states; all that differs from one state 
to another is the amplitude of the components, i.e., the size (and sign) of the coefficients 
that multiply each exponential term. 

4.3. Expressing the Coefficients as Scalars 

In the result in equation 24, the exponential terms exp( -tIT;) are ordinary scalars, but 
the coefficients of these exponential terms are still in matrix form. Both sides of equation 
24 are I X k matrices (vectors), the ith entry being p;(t). The last term, with the summation 
sign, involves the products of p(O), which is 1 X k, with Ai, which is k X k, and this product 
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is I X k. If the matrices on the right-hand side are multiplied out, the result can be put into 
an entirely scalar form. Thus, the time course of the occupancy of the jth state, Pj(t), can be 
written as 

(25) 

where Wij (i = 2, 3, ... , k) are the k - I coefficients that define the amplitudes of the 
components for the jth state (Wij is the coefficient for the component with time constant Ti)' 

The result in equation 25 can be written more compactly as 

i=k 

Pj(t) = Pj(oo) + L wije- tllTi 

i=2 

These coefficients are given by 

r=k 

wij = L Pr(O)a~] 
r=1 

(26) 

(27) 

where a~} denotes the value in the rth row andjth column of Ai' Thus, once the Ai and the 
A j have been found (see below), the occupancy of any state at any time can easily be calculated. 

4.4. The Current through a Channel 

Calculations of the sort outlined above will most commonly be aimed at calculating an 
observable quantity such as the time course of the current through ion channels. There may, 
in general, be more than one open state through which current can pass: in the notation 
introduced earlier there are k~ open states. These states may not all have the same conductance. 
Thus, if 'Yi is the conductance of the ith open state, the expected current at time t, for one 
channel, will be 

i.e., just add up the probabilities of all the open states, each multiplied by the appropriate 
conductance, and then multiply that sum by the effective voltage across the membrane (the 
difference between the membrane potential, V, and the reversal potential, V feVt at which no 
current flows). In macroscopic studies there are typically many channels, N say, so the 
observed current should be N times the above expected current. Using equation 24 we get, 
in scalar form, the current as the sum of k - I exponential terms, 

k 

/(t) = /(00) + L bi exp( -tITi), (28) 
i=2 

where the (scalar) coefficients of each exponential are 

(29) 
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In this result the column vector v has k elements of which the fIrst k .. are the conductances 
'Y/o and the rest are zeroes (the conductance of the shut states). Multiplying by this is equivalent 
to adding the probabilities as described above. Multiplying out the matrices in equation 29 
shows that the coefficients can be expressed entirely in terms of scalar quantities, thus: 

r=k ]=kJ4 

bi = N(V - Vrev) ~ ~ Pr(O)'YjaW (30) 
r=1 ]=1 

Without the factor N. equations 28-30 also give the time course of the current you 
would expect to see if you averaged several repetitions of the step experiment with a single 
channel (see Chapter 18, this volume). 

4.5. Numerical Results 

Using the methods discussed in Section 9, we fInd the eigenvalues of -Q are 

and these correspond to time constants Ti = lIAi (apart from the case Al = 0) of 

{

T2 = 9.821 ms 
T3 = 0.4945 ms 
T4 = 0.3233 ms 
TS = 51.52 tJ.s 

The k spectral matrices are as follows: 

0.00002483 0.001862 0.00006207 0.004965 0.9931 
0.00002483 0.001862 0.00006207 0.004965 0.9931 

A1 = 0.00002483 0.001862 0.00006207 0.004965 0.9931 
0.00002483 0.001862 0.00006207 0.004965 0.9931 
0.00002483 0.001862 0.00006207 0.004965 0.9931 

1.670E-5 0.03497 0.0009297 0.001728 
4.662E-4 0.9763 0.02596 0.04825 

A2 = 3.719E-4 0.7787 0.0207 0.03848 
8.64lE-6 0.01809 0.0004811 0.0008941 

-9.4l1E-7 -0.001971 -0.00005239 -0.00009738 

-0.03764 
-1.051 
-0.8383 
-0.01948 
0.002121 

(31) 

(32) 
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0.04051 -0.06356 0.006321 2.779 -2.762 
-0.0008475 0.00133 -0.000132 -0.05813 0.05778 

A3 = 0.002525 -0.003961 0.0003934 0.1732 -0.1721 
0.01389 -0.0218 0.002165 0.9531 -0.9473 

-0.00006905 0.0001083 -0.00001076 -0.004737 0.004708 

0.9594 0.0272 -7.9E-3 -2.785 1.807 
0.0003627 0.00001028 -2.987E-6 -0.001053 0.000683 

A4 = -0.00316 -0.0000896 2.602E-5 0.0009174 -0.00595 
-0.01393 -0.0003949 1.147E-4 0.04043 -0.02622 

0.00004517 0.000001281 -3.719E-7 -0.0001311 0.00008504 

1.455E-7 -0.0004734 0.0005968 -1.377E-4 1.419E-5 
-6.312E-6 0.02053 -0.02588 5.971E-3 -6. 157E-4 

As = 2.387E-4 -0.7765 0.9788 -2.258E-l 2.328E-2 (33) 
-6.883E-7 0.002239 -0.002823 6.512E-4 -6.714E-5 
3.548E-1O -0.000001154 0.000001455 -3.357E-7 3.46IE-8 

Note that every row of the matrix AI is the same as the equilibrium vector shown in equation 
18, so its columns consist of identical numbers. This is why we get this limit as t ~ 00 

regardless of the initial probability vector p(O). 
There are just two open states, with conductances "VI and "V2 say, so we have 

"VI 
"V2 

v= 0 
o 
o 

4.6. Example of a Concentration Jump 

(34) 

Suppose the membrane potential is V = -100 mY, with a reversal potential Vrev = 0 
mY, and that the conductances of the two open states are "VI = 40 pS and "V2 = 50 pS. There 
was zero drug concentration before time t = 0, so, at equilibrium, all channels are in the 
unoccupied shut state (state 5). The initial vector is therefore 

p(O) = (0 0 0 0 1) 

At t = 0, the concentration is suddenly increased to 100 nM (the concentration used to 
calculate the Q matrix in equation 4 and its eigenvalues and spectral matrices in equations 
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31-33. The current will then rise from /(0) = 0 at t = 0 toward its equilibrium value for 
an agonist concentration of 100 nM. For N = 1 channel, this is 

/(00) = (V - Vrev)["YIPl(oo) + "Y2P2(00)] 

= -9.4095 X 10-3 pA 

The current will follow a time course described by the sum of four exponential tenns, as in 
equation 28, with time constants as specified in equation 32. The coefficients, bi' for each 
of these tenns can be calculated by equation 29 or 30, and the values (in picoamperes) are 
b2 = 9.8563 X 10-3 pA, b3 = -0.2655 X 10-3 pA, b4 = -0.1871 X 10-3 pA, and bs = 
0.005770 X 10-3 pA. By far the largest component is the second, that with T2 = 9.821 ms 
(its amplitude, b2, is 37 times greater than that of the next largest component), so the relaxation 
is quite close to being a single exponential with this time constant. Notice that the sum of 
the four bj values comes to +9.409 X 10-3 pA, thus ensuring that the current at t = 0 is 
indeed zero. 

5. Distribution of Open Times and Shut Times 

The theory enabling prediction of the distributions of open times and shut times in a 
single channel record is described in some detail in Colquhoun and Hawkes (1982). We will 
not go into the theory here but merely quote results (the fonn CH82 followed by a number 
will be used to refer to equations from that paper) and comment on computational aspects. 

5.1. Distribution of Open Times 

The distribution of all open times is given by (CH82-3.64) as 

(35) 

The beauty of this result is that, despite being quite general, it looks (apart from an initial 
and final vector) very much like the simple exponential distribution,!(t) = A exp( - At), with 
- Q.1d.54 in place of A. In equation 35, ~o is a row vector (1 X kaf) containing the probabilities 
of starting an open time in each of the kaf open states; Qafaf is a kaf X kaf matrix, the subsection 
of the Q matrix relating to the open states only (see Section 2), and Uaf is a column vector 
(kaf X 1) whose elements are all 1 (this has the effect of summing over the sa states-see 
Appendix I, equation A4). Thus, the result in equation 35 is scalar. To evaluate it we need 
only have routines to multiply matrices and a way of evaluating exp(Qafaft). The latter can 
be found in exactly the same way as used for finding exp(Qt), as outlined in Section 4 and 
specified in detail in Section 9. The only differences are that (1) this time we have a smaller 
matrix; i.e., from equation 4, 

Q [ -3.050 0.05] 
.Id.54 = 0.000666667 -0.500666667 

(36) 
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and (2) unlike Q, this time the matrix is unlikely to be singular, so none of the eigenvalues 
will be zero. In this example, the eigenvalues of -Qu are 

(37) 

so the time constants are 

TI = 1.99739 ms, T2 = 0.327867 ms 

The distribution of open times will have two (k",) exponential components with these time 
constants. To get the distribution in the form of a sum of (scalar) exponentials, we again, 
as in Section 4, use the spectral expansion trick. By direct analogy with equation 21, we 
can write 

kill 

exp(Qut) = I Al exp(-Ajt) (38) 
i=1 

where AI now represents the k!J4 spectral matrices (each k!J4 X k!J4) of -Qu, and Ai are the 
eigenvalues of -Qu, already given in equation 37. In the present example, the spectral 
matrices are 

[ 5.1288 X 10-6 0.019613J 
AI = 2.6150 X 10-4 0.999995 

[ 0.999995 -0.019613 J 
A2 = -2.6150 X 10-4 5.1288 X 10-6 • 

(39) 

To complete the calculation, we need to find the relative areas of these two components. 
In general, a mixture of exponential densities can be represented as 

(40) 

the sum running over the number of components (here i = 1 to k!J4)' Here al represents the 
area of the ith component (the total area being 1). From equations 35 and 38, the areas are 
given by 

(41) 

We now have everything needed to evaluate these areas, apart from the initial vector, <1»0' 
This is given (CH82-3.63) as 

(42) 

In this expression, ps;(oo) represents the part of the eqUilibrium occupancies found in equation 
18 for the shut states only. The eqUilibrium vector was 
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p(oo) = (0.00002483 0.001862 I 0.00006207 0.004965 0.9931) (43) 

but a vertical line has been added that partitions p(oo) into p",(oo) (the first two elements, for 
the open states) and p~(oo) (the last three elements for the shut states). Thus 

p~(oo) = (0.00006207 0.004965 0.9931) (44) 

and when this is postmultiplied by Q~"" which, from equation 4, is the k~ X k", matrix 

(45) 

the result is a 1 X k", vector that forms the numerator of ct»o in equation 42. The denominator, 
p~(oo)Q~",u"" is a simple scalar, the sum of the elements in the numerator, which ensures 
that the elements of ct»o add up to 1. When these are multiplied out, the result is 

ct»o = (0.07407 0.92593) (46) 

Thus, any individual opening has a 7.4% chance of starting in open state 1 and a 92.6% 
chance of starting in open state 2. The areas can now be found from equation 41 and come 
to at = 0.9276 and a2 = 0.07238. The final probability density function for open times, in 
the form given in equation 40, is therefore 

/(t) = 0.9276(111.997)e-tll .997 + 0.07238(1/0.3279)e-t/O.3219 (47) 

The slower component, TI = 1.99739 ms, predominates, having 92.8% of the area. 
When channel openings can be divided into bursts, there are many other open-time 

distributions of potential interest, e.g., the distribution of the first opening of a burst of 
openings or of all openings in bursts with one opening, etc. All of them have the basic form 
for the probability density: 

/(t) = ct» exp(Q"ut)c (48) 

where ct» is a suitable row vector containing the probabilities of starting an open time in 
each of the k", open states, and c is some appropriate column vector (expressions are given 
by Colquhoun and Hawkes, 1982, for various cases). They all involve exp(Q",,,,t), so they 
all have k,oA components with the same time constants as before. Only ct» and c, and hence 
the relative areas, differ from one sort of distribution to another. 

S.2. Distribution of Shut Times 

The distribution of all shut times can be found in exactly the same way as just described 
for open times. In fact, all that has to be done is to interchange .stl and rtf in the equations 
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already given. The distribution is thus 

(49) 

where the initial vector, which gives the probabilities that a shut period starts in each of the 
k'5 shut states, is 

(50) 

To complete the calculations, we need the 'shut' portion of the Q matrix; i.e., from equation 4, 

and 

with, from equation 43, 

[
-19 

Q'5'5 = 0.g5 

4 
-2.065 

0.01 

p,,(oo) = (0.00002483 0.001862) 

(51) 

(52) 

(53) 

The calculations proceed in exactly the same way as for open times. We find the k'5 
(=3 in this case) eigenvalues and spectral matrices for Q'5ff and use them to express the 
shut-time distribution in the form of kff exponential components, as in equation 40. The 
relative areas of the components are (cf. equation 41) 

(54) 

where the time constants, Th are now those for the shut-time distribution. The results are as 
follows. The eigenvalues of -Qrfff are 

Al = 0.263895 X 10-3 InS-I, 

the corresponding time constants, Tj = l/Aj, are 

TI = 3789.4 ms; T2 = 0.484747 ms; T3 = 52.5989 its. (55) 

The relative areas of these components, from equation 54, are 

al = 0.261946; a2 = 0.00836704; a3 = 0.729687 (56) 

Thus, most shut times are either very short, 52.6 fJ.s (73%), or very long, 3789 ms (26%). 
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The intermediate quantities needed to obtain the above areas are cl»s, given by equation 
50 and the spectral matrices Ai' The results are 

cl»s = [0.92593 0.07407 0] 

[
2.613E_6 9.931E-4 0.2040] 

Al = 1.241E-5 4.717E-3 0.9690 
1.275E-5 4.845E-3 0.9953 

[ 
6.934E-4 

A2 = 2.936E-3 
-1.430E-5 

[ 
0.9993 

A3 = -2.949E-3 
1.552E-6 

0.2349 
0.9946 

-4.845E-3 

-0.2359 
6.960E-4 

-3.663E-7 

-0.2288] 
-0.9689 
4.720E-3 

2.483E-2 ] 
-7.326E-5 
3.855E-8 

6. Distribution of the Number of Openings per Burst 

(57) 

(58) 

It is a very common observation that channel openings occur in bursts of several 
openings in quick succession rather than singly. This will be the case when, as in our example, 
the shut-time distribution contains some components that are very brief (short shuttings 
within a burst) and some that are very long (shut times between bursts). This is the case in 
our numerical example, as found in equations 55 and 56. 

A burst of openings must obviously contain at least one opening. In general, it may 
contain r openings separated by r - 1 brief shuttings, where r is random. For the present 
purposes we define a 'shut time within a burst' as a shut time spent entirely within the short
lived shut states, set ~. There are, in this case, ~ = 2 such states, states 3 and 4 (see 
equations 4-6). An entry into the long-lived shut state (state 5) will produce a 'shut time 
between bursts'. There is only one way out of state 5, with rate QS4 = 0.01 ms- I , so the 
mean lifetime of a single sojourn in state 5 is 110.01 = 100 ms. Notice that this is much 
shorter than the 3789-ms component of shut times; this is because the channel will oscillate 
several times between the shut states 5, 4, and 3 between one burst and the next and is likely 
to visit state 5 several times before the next opening occurs (i.e., before the next burst starts). 
A channel in state 4 is much more likely to return to state 5 (rate 2 ms- I ) than either to 
proceed to state 3 (rate = 0.05 ms- I ) or to open to state 1 (rate = 0.015 ms- I ). 

In order to analyze the burst structure we need two new matrices, denoted GstOO and 
G('I.Ist, which are defined as 

(59) 

The interpretation of GstOO is as follows. It is a kst X k'lll matrix, the i,j element (that in row 
i, columnj) of which gives the probability that an open channel, initially in state i (one of 
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the .s4 states), will eventually (after any number of transitions among the open states) arrive 
in statej, one of the short-lived shut states (set 00). G(M has an exactly analogous interpretation. 
The product G"'IIG!I.Il, which is a k", X k", matrix, thus describes routes from open states to 
brief shut states and back to open. This is just what happens during a burst of openings, so 
it is intuitively reasonable that the distribution of the number of openings per burst depends 
on this product. The distribution is, of course, discontinuous: the number of openings per 
burst (r) can take only the values 1, 2, 3, .... The probability, P(r), of observing r openings 
per burst is (CH82-3.5): 

(60) 

This is a geometric distribution (see also Chapters 18 and 19, this volume). As for the open 
time distribution, it starts with a 1 X k", vector, cl»b, which contains the k", probabilities that 
the first opening in a burst starts in each of the k", open states. These are not, in general, the 
same as the probabilities (in cl»o, see equations 42 and 46) for any opening. This 'start-of
burst' vector is (CH82-3.2) 

cl»b = prc(oo)(Q,€IIG(M + Qc..) 
P'€(oo)(Q'€IIG!I.Il + ~",)u", 

Taking cl»b first, we have in our example, from equation 43, 

P'€(oo) = 0.9931 

(61) 

(62) 

(there is only one long-lived shut state, ~ = 1, so this is a simple scalar, the eqUilibrium 
occupancy of state 5), and from equation 4 we have the various submatrices of Q needed 
to evaluate equations 59 and 61 as 

Qd = [0~5 ~J. [ 0 15J 
Q!I.Il = 0.D15 0 ' 

~11 = [0 0.01], ~'" = [0 0] 

and Q""", which has already been given in equation 36. Multiplying the matrices gives 

~ = (0.275362 0.724638) (63) 

Comparing this with cl»o, evaluated in equation 46, shows that the first opening of a burst 
has a greater probability (0.275) of starting in open state 1 than is the case for all openings 
(0.0741). This is clearly a result of the fact that, before the burst, the channel must have 
been in state 5, from which it must move to state 4, which communicates directly with state 
1. Conversely, once the burst has started, much of the time is spent oscillating between shut 
state 3 and open state 2, so many of these openings start in open state 2. 

Next, calculate G"'11 and ~ from equation 59. Inversion of Q",,,, gives 

Q_I = [-0.327876 -0.0327439J 
""" -4.36586 X 10-4 -1.99738 

(64) 
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so we find 

G - [0.016372 0.983628 J 
.l4~ - 0.998690 0.0013098 

Multiplication of these gives 

[ 0.0015371 0.793519J 
G~.l4 = 0.0073011 0.019214' 

[ 0.0072068 0.031890] 
G.l4~G~.l4 = 0.0015446 0.792504 

609 

(65) 

(66) 

We can now evaluate the distribution in equation 60 for any value of r. The value of 
(G.l4~G~.l4) raised to the power r - 1 can be calculated by repeatedly multiplying G.l4~G~.l4 
by itself the necessary number of times. 

However, once again, the spectral resolution trick proves useful. First, it provides a 
much quicker way of raising a matrix to a power than the obvious method of repeated 
multiplication. Second, it allows the distribution to be put in the scalar form of a mixture 
of simple geometric distributions (directly analogous with the exponentials in equations 40 
and 47). The matrix (G.l4~G~.l4)n can be expressed (see Appendix 1) in the form 

i=kst 

(G.l4~GOO.l4)" = :L Ai P7 
;=1 

(67) 

where Pi are the eigenvalues of G.l400Gru (they are not denoted A here because they are 
dimensionless rather than being rates), and A; are the spectral matrices of G.l4~G~.l4' found 
as before (see Section 9). This enables the distribution in equation 60 to be put into the 
entirely scalar form of a mixture of simple geometric distributions: 

i=kst 

P(r) = :L ai(1 - Pi)P~-1 (r = 1,2, ... ) (68) 
j=1 

where aj represents the area of each component. It can be seen that the ith component 
distribution has the form of a geometrically decaying series, the value of Pi (which is less 
than 1) being the factor by which P is reduced each time r is increased by 1. This is a 
discrete analogue of exponential decay, and the 'mean number of openings per burst' for 
each component (analogous with the time constant for exponentials) is 

(69) 

These results show that the areas of the components can be calculated as 

(70) 
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In our example, we find the eigenvaues of G",~G~", to be 

PI = 0.0071441 P2 = 0.792567 (71) 

and these, from equation 69, correspond to components with 

J.LI = 1.0072 J.L2 = 4.8208 (72) 

The spectral matrices of G",~G2ft..t are 

[ 0.999920 -0.040603 ] 
Al = -1.9666 X 10-3 7.9857 X 10-5 

[ 7.9857 X 10-5 0.040603] 
A2 = 1.9666 X 10-3 0.999920 (73) 

Thus, from equation 70, the areas of the two components are 

al = 0.262793 a2 = 0.737207 (74) 

In words, 73.7% of the area is accounted for by a component with a 'mean' of 4.82 openings 
per burst, but 26.3% of the area corresponds to a 'mean' of 1.007 openings per burst. There 
are more bursts that have only one opening than would be predicted from the former 
component alone. 

7. Distribution of Burst Length 

The total duration of a burst of openings is the sum of the durations of the r open times 
and r - 1 shut times that constitute the burst. The probability density of these burst lengths 
is given (CH82-3.17, 3.4) as 

(75) 

(see also Section 13.4 of Chapter 18, this volume). 
Once again, we need only to do some matrix multiplication, apart from finding the 

exponential of yet another matrix. This time we need to find exp«h"t), where ~ is the set 
of 'burst states' consisting of the open states, at, and the short shut states, 00. Thus, exp(~",t) 
is a Ie<" X Ie<" matrix, where"'" = k", + k~ (= 4 in our example), and the distribution will 
have k", time constants Ti = I/"-i where "-i are now the eigenvalues of -~"'. As before, we 
shall also need the "'" spectral matrices, Ai, of Q",,,, and these will each be of dimension k'f, 
X k",. However, equation 75 contains a bit of notation that has not occurred before. Although 
exp«h",t) is a Ie<" X k", matrix (4 X 4 in our case), the notation [exp(~",t)]",,,, means that 
we need only take the upper left k", X k", portion of it (the upper left 2 X 2 block in our 
case). This corresponds elegantly to the fact that a burst must both start and end in an open 
state and allows a general expression for a complicated quantity like the burst length to be 
written, in equation 75, in a form that is little more complicated than the distribution of 
open times. 

As usual, the spectral expansion trick allows the distribution to be written as a scalar 
mixture of "'" exponential components, as in equation 40. In this case, the areas of each 
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component are given by 

(76) 

The quantities cf>b, Gst~, G~st, etc. are all found as before. In our example, we have 

[ 

-3.050 0.05 0 3] 
Q = 0.000666667 -0.500666667 0.5 0 

'i£'i£ 0 15 -19 4 
O.oI5 0 0.05 -2.065 

(77) 

The eigenvalues of this are Al = 0.10160 ms- I, Az = 2.01260 ms- I, A3 = 3.0933 ms- I, 

and ~ = 19.408 ms- I , and the corresponding time constants are 

TI = 9.84244 ms T2 = 0.49687 ms T3 = 0.323283 ms T4 = 51.5246 j..Ls (78) 

This time, we shall not list all the spectral matrices, but the first one is 

1.8765 x 10-5 0.037102 9.8702 x 10-4 2.03952 x 10-3 

4.94699 x 10-4 0.978107 0.026020 0.053767 
Al=r---------------~r-------------------~ 

3.9481 x 10-4 0.780608 0.020766 0.042910 
(79) 

1.0198 x 10-5 0.020162 5.3638 x 10-4 1.1083 x 10-3 

In this matrix, the upper left hand kst X kst part has been marked by thin lines, so that part 
of Al to be used to calculate the areas in equation 76 is 

[ 1.8765 X 10-5 0.037102J 
(AI)stst = 4.94699 X 10-4 0.978107 

The areas, from equation 76, come out to be 

al = 0.73561 az = 0.01424 a3 = 0.25007 

(80) 

(81) 

Only the first and third components have sufficiently large areas to be detectable experimen
tally. 

7.1. Comparison with Relaxation 

The time constants for this burst length distribution (rather than those for open times) 
are very similar to those found in Section 4 (equation 32) for the macroscopic relaxation (at 
the same agonist concentration), the time course of which thus depends largely on the burst 
length. The predominant component in both has a time constant of 9.82 ms. All the other 
components were small (and so not likely to be detectable in an experiment) in the case of 
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the relaxation, and the same is true for components 2 and 4 in the burst length distribution, 
which have very small areas. However, the burst-length distribution gives information that 
could not have been found from the relaxation, because the component with 1"3 = 0.323283 ms 
has 25% of the area and therefore should be easily measurable in experiments. 

7.2. Total Open Time per Burst 

The distribution of the total open time per burst, expressions for which are given by 
Colquhoun and Hawkes (1982), is simpler than that for the burst length. Like the simple 
open time distribution, it has only ks4 components (two in our case), and these are quite 
similar to the two components with non-negligible area in the burst-length distribution just 
discussed. The similarity of the distributions is, of course, a result of the fact that most shut 
times within a burst are very short in this example, so their omission makes little difference. 

8. Channel Openings after a Jump 

The whole discussion so far has concerned channels at equilibrium. It is also possible 
to study channel openings following application of some perturbation such as voltage or 
concentration jump. Following the jump there will be a period, before a new equilibrium is 
established, when openings can be observed in nonequilibrium conditions. The necessary 
theory for calculating distributions from the Q matrix under such conditions has been given 
by Colquhoun and Hawkes (1987). In general, the time constants are still calculated from 
the subsections of Q, so they are the same as found at equilibrium. What differs are the 
relative areas associated with each time constant. 

A typical calculation of this sort would be to predict the probability distribution of the 
time to the first opening (the first latency) after the jump. In practice this can be a little 
tricky because, depending on the state of the system before and after the jump, some of the 
relevant submatrices become singular if the agonist concentration is zero. Furthermore, there 
may then be a nonzero chance of the channel failing ever to open at all. We will not, therefore 
give general results here. 

We give only a simple case for our example mechanism when there is no agonist present 
initially, so that the channel must start in state 5. If there is an instantaneous jump in agonist 
concentration to level XAt giving the general Q matrix of equation 4, then the time to first 
opening is simply a shut time starting from state 5. It therefore has a probability distribution 
that is found exactly as described in Section 5 for shut times, except that in this case the 
initial vector is taken as «fl. = (0 0 1), rather than using the equilibrium initial vector 
given in equation 50 and numerically in equation 57. The time constants are therefore exactly 
the same as in equation 55, the Aj are as given in equation 58, but with this new «fl. substituted 
into equation 54, we now have areas 

al = 1.000138 a2 = -0.0001392 a3 = 1.224 X 10-6 (82) 

Note that although these areas sum to 1 as usual, the second one is negative. It is easily 
verified that, with these values substituted into equation 40, the corresponding probability 
density function is zero at t = 0, rises to a maximum, and then decays back to zero. This 
occurs because the system starts in state 5 and must make a transition into state 4 before 
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there is any chance at all of an opening taking place. The density is depicted in Fig. la; on 
this time scale it is not easy to see exactly what is happening near t = 0, and the distribution 
is very nearly just a single exponential with mean 3789 ms but with just a little something 
funny at the origin. Figure Ib shows more clearly the behaviour at the origin; the density 
rises smoothly over the fIrst 2 ms and is then almost flat up to 5 ms before decaying as in 
Fig. la. 

9. Calculating the Exponential of a Matrix 

In the preceding sections we have seen that all that is needed to calculate a wide range 
of theoretical distributions for any mechanism is some straightforward matrix algebra and 
the ability to fInd the exponential of a matrix. In most cases one would want to do this via 
the spectral expansion, giving rise to mixed exponential (or geometric) functions, but we 
also discuss briefly a method that does not require this. 

9.1. Functions of a Matrix 

The central, and beautiful, result that underlies the tricks described above can be put 
in the following form. For any analytic function,/. and any n X n matrix M whose eigenvalues 
are distinct, the corresponding function of the matrix M, denoted f(M), can be written in 
the form 

i=n 

f(M) = L Ad(Ai) (83) 
i=l 

where the Ai are the eigenvalues of M and the Ai are its spectral matrices, the calculation 
of which is described below. The beauty of this result is that when we have some function 
of a matrix such as exp(Q), the meaning of which is not immediately apparent, it is changed 
into a function of the A values, exp(A), and, since the A values are ordinary scalar numbers, 
the problem disappears. 

For example, equation 83 shows immediately, for f(M) = Mil, that 

i=n 

LAi=I 
i=l 

and for f(M) = M, we also see immediately that 

i=n 

LAiAi = M 
i=l 

These two results are useful in checking calculations of the spectral matrices, Ai' 

(84) 

(85) 

It may also be mentioned that the spectral matrices have the interesting property that 
mUltiplying together any pair of them results in a matrix that is all zeroes; i.e., AiAj = 0 
(i '* j). In fact, this property is responsible for many of their useful characteristics. 
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Figure 1. Probability density of first latency (a) over 5 sec and (b) near the origin. 
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The two particular examples of the application that we have used in the foregoing 
sections are, first, to calculate powers of a matrix in Section 6 (equation 67), i.e., taking 
f(M) = Mr 

i=n 

Mr= ~ A'A~ .t:J I I 

i=1 

and, second, the ubiquitous exponential of a matrix, f(M) = exp(M), 

i=n 

exp(M) = ~ Ai exp(Ai)' 
i=1 

(86) 

(87) 

In most of our examples the matrix M represents Qt or some subsection of Q multiplied by t. 

9.2. Calculation of the Spectral Matrices 

Now we come, at last, to describing how actually to calculate the spectral matrices, the 
step that underlies almost everything described in the preceding sections. It is not hard 
because library routines are available to do all the difficult bits. 

First we will just describe the bare bones of the algorithm that enables computation of 
the quantities Ai and Ai that were first introduced in equation 21. Later we will discuss the 
mathematics of it a little, but that can be skipped by those who do not care to know it. 

Any good computer library contains routines that do a trick called 'finding the eigenval
ues of a general square matrix'. The term eigenvalue is discussed briefly in Appendix 1, but 
all we need to know here is that the required values of Ai are nothing other than the eigenvalues 
of the matrix -Q, and the time constants are the reciprocals of these values, Ti = lIA i' We 
therefore simply put the values for the transition rates into Q, change the signs of all the 
elements to get -Q, and use a standard routine to calculate the eigenvalues and hence the 
time constants (alternatively, find the eigenValues of Q, and change their sign). A matrix of 
size k X k, such as Q, will generally have k eigenvalues. The matrix Q (and -Q) is singular, 
which means that one of the eigenvalues will be zero (and we do not divide by zero to get 
a time constant!); it is usually convenient to arrange for this to be the first one, so we will 
assume AI = O. 

Standard computer library routines will also find the eigenvectors of the matrix -Q 
(usually these will be calculated in the same routine as the eigenvalues). The routine will 
often produce the k eigenvectors, each a column vector Xi associated with the value Ai, 
already in the form of the columns of a matrix X (if it does not supply them in this form, 
then use the Xi to create a matrix X). Thus, X can be thought of as a set of columns 

(88) 

This is now inverted to produce a matrix which we shall call Y = X- I; again, a standard 
routine will do that. We shall denote the ith row of Y as Yi (a 1 X k matrix). We are now 
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in a position to calculate the k spectral matrices. denoted Ai. that are needed to complete 
the trick. These are calculated as 

i=ltok (89) 

These are each square k X k matrices. as they arise from a column postmultiplied by 
a row (see example AS in the Appendix). You may not easily find this final part as a ready
made program. but it is very simple to program, just a few things to multiply together. Then 
eQt is represented in the form of equation 21, which leads, as we have seen in several 
examples, to various functions of interest: all have the form of a mixture of exponentials 
with rate constants Ti and weights that are computed by pre- and postmultiplying the matrices 
Ai by various appropriate vectors. 

9.3. Other Exponentials 

We have described the spectral representation of eQ/• Exactly the same procedure applies 
if you want to use QBiBi. Qoooo, etc. instead of Q. The only differences are that, instead of k, 
you will get kBi' kee. etc. eigenvalues and Ai matrices. and usually none of the eigenvalues 
will take the value zero. 

9.4. Calculation of Spectral Matrices Using the NAG Library 

As a particular example of the sort of code needed. the following is a subroutine (in 
FORTRAN) that calls the NAG library subroutine F02AGF, which returns the eigenvalues and 
eigenvectors of a general square matrix. If, for example. we want the spectral matrices and 
eigenvalues of Q~~, we put the appropriate elements of Q into an array QFF and call 
QMAT thus: 

call QMAT(QFF, Amat, kF. eigenval, ifail) 

This subroutine might be made more complete by allowing adjustable array dimensions, by 
adding a routine to sort the eigenvalues (along with their associated eigenvectors) into 
ascending or descending order. and by adding checks on the accuracy of matrix inversion 
(e.g., by checking that XV = I to acceptable accuracy), but the version shown works fine. 

subroutine QMAT(Q,Amat,k,eigenval,ifail) 
c Calculation of eigenvalues and spectral matrices using the NAG library 
c routine F02AGF 
c INPUT: 
c Q=double precision matrix (kXk) 
c k=size of Q 
c OUTPUT: 
c eigenval(i)=eigenvalues of Q (i=l, ... ,k) 
c A(m)=mth spectral matrix of Q (m=l, ... ,k). Each A(m) is kXk in 
c size and Amat(i,j,m) is value in ith row and jth column of A(m) 
c ifail=O if there are no errors in the NAG routine, F02AGF 
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c 
IMPLICIT double precision (A-H,O-Z) 
double precision Q( 1 0, 1 O),Amat( 1 0,10,1 O),eigenval( 1 0) 
double precision X(lO,lO),Y(lO,lO) 

c next 2 lines for F02AGF 

c 

double precision QD( 10, lO),eigimag(1 O),Ximag( 10, 10) 
integer*4 iwork(lO) 

c Define QD = -Q; (this also preserves the input value of Q) 
do i = l,k 

c 

do j = l,k 
QD(ij) = -Q(ij) 

enddo 
enddo 

km = 10 !maximum k, defined by declarations 
ifail = 0 
call F02AGF(QD,km,k,eigenval,eigimag,X,km,Ximag,km,iwork,ifail) 

c X now has columns that are the real parts of the k column eigenvectors 
c of Q. Now invert X using a matrix inversion subroutine; put result in Y. 

call MATINV(X,k,km, Y,km) 
c Calculate the spectral matrices, A(m), from X and Y. 

do m=l, k 
do i=l, k 

do j=l. k 
Amat(i, j, m)=X(i, m)*Y(m, j) 

enddo 
enddo 

enddo 
RETURN 
end 

617 

Another generally useful bit of code is the following fragment that will calculate scalars, 
W m• by premultiplying Am by a row vector, defined as an array row(l), and postroultiplying 
it by a column vector defined as an array col(z). The distributions described in earlier sections 
mostly end up in this form. The subscript m is used here for Am so we can keep to the usual 
notation of using iJ for rows and columns. 

do m = l,k 
w(m) = 0.0 
do i = l,k 

doj = l,k 
w(m) = w(m) + row(i) * Amat(ij.m) * colO) 

enddo 
enddo 

enddo 
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9.5. Calculation of Matrix Exponentials Using MAPLE 

In recent years a number of programs have been developed that are able to carry out 
symbolic manipulation, such as factorization, differentiation, integration, and many other 
mathematical operations as well as doing numerical calculations. We give here a simple 
example in one of these programs, called MAPLE. 

Let us take the case of the shut-time distributions, for which we need the exponential 
of Q"". First we must start the linear algebra package and then create the matrix 

with(linalg): 

Q/f.=matrix(3, 3, [-19,4,0,0.05, -2.065,2,0,0.01,-0.01]); (90) 

Then eQ"' is evaluated at t = 2, say, simply be typing 

giving the result 

exponential(Qff*2); 

[
1.381 X 10-5 0.004786 0.2002] 
5.982 x 10-5 0.02078 0.9529. 
1.251 X 10-5 0.004764 0.9948 

If instead we want the spectral expansion, the eigenvalues are returned by 

eigenvals( -00; 

giving 

[19.01, 2.063, 0.0002639], 

and 

eigenvects( - 00; 

(91) 

(92) 

(93) 

(94) 

(95) 

gives the above eigenvalues together with the eigenvectors, which we report below as columns 
of a matrix X in the same order as the corresponding eigenvalues in equation 94: 

[ 
9.996 0.2358 0.02042] 

X = -0.02949 0.9986 0.09702 
1.55 X 10-5 -0.004864 0.09965 

(96) 

From these one can obtain the spectral matrices as described atthe beginning of this section. 
Notice, however, that the eigenvalues in equation 94 have come out in the reverse order 
from those above equation 55, so the Ai calculated from X in equation 96 will also come 
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out in reverse order compared to those in equation 58; none of this matters as long as you 
keep track of what goes with what. As discussed in the Appendix, the eigenvectors are not 
unique, as they can each be multiplied by arbitrary nonzero constants (so do not worry too 
much if your program gives different results), but the resulting Aj should be the same. 

9.6. Calculation of Spectral Matrices and Matrix Exponentials Using 
MATHEMATICA 

Another powerful modern computer algebra package, having broadly similar features 
to MAPLE, is MATHEMATICA. We illustrate the use of this also with some simple examples. 
As in the previous section we will look at shut times. 

Qff = {{ -19,4, O}, {0.05, -2.065, 2}, {O, 0.01, -0.01}}; (97) 

is equivalent to the MAPLE statement 90, and MatrixForm[Qff] will print it so that it looks 
like the result in equation 51. 

MatrixExp[Qff 2]; (98) 

is the equivalent of statement 91 and gives the same result. If we want to use the spectral 
expansion explicitly, we can use a series of statements as follows. 

The eigenvalues and eigenvectors can be found from 

{vals,vects} = Eigensystem[ -Qff]; (99) 

The eigenvectors are stored as rows, and we use columns, so 

x = Transpose[vects]; Y = Inverse[X]; (100) 

Now we can define a function, let us call it expqt to calculate eQt for any t using equation 
107, below. Thus, 

expqt[t_]: = X.DiagonalMatrix[E"( -vals t)].Y; (101) 

We can now use this function for any t; for example, 

expqt[2] 

now gives the same result as equation 98. 
Notice that in these examples a space indicates multiplication by a scalar, and a dot 

indicates matrix multiplication. 
To extend the example, we can do the calculations for the probability density of first 

latency discussed in Section 8. We need to set some vectors 

phis = {O,O,l}; uf = {l,l,l}; 
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then define a new function 

latencypdf[t_]: = -phis.expqrt[t].Qff.uf; (102) 

which is a representation of equation 49. Then we can use this for any t; for example, 
latencypdf[O] returns the value 0, confirming the discussion in Section 8, where it was said 
that the density starts at 0 when t = O. A plot of this density over the interval 0 s t s 5 
ms can be had simply by issuing the command 

Plot[latencypdf[t], {t,O,5}] 

You need a few extra options to label it and make it pretty. 
The spectral matrices have, in effect, been built into equation 101. If you want to find 

them explicitly, they can be found as 

Al = Outer[Times,vects[[I]],Y[[I]]] (103) 

This does the calculation of equation 89 for the first eigenvector and the first row of the 
matrix Y. The second and third spectral matrices can be found similarly, simply replacing 
the number 1 wherever it occurs in equation 103 by 2 or 3, as appropriate. The results should 
be the same as equation 58, although not necessarily in the same order (see discussion above 
concerning MAPLE). 

9.7. Another Way to Calculate the Exponential of a Matrix 

Most people will want to use the spectral representation method because they feel that 
they can interpret the time constants that it yields. Sometimes, however, you may not need 
that, and an alternative would do. A number of ways are discussed by Moler and van Loan 
(1978). We discuss here one method that we have found robust; an APL program that 
implements it appears in Hawkes (1984). 

Let M = Qt. for some fixed t. Then we want to calculate eM. There are two essential 
parts to this method. 

9.7.1. Core Method 

If M is in some sense 'small', then it is easy and quite accurate to use a truncated series 
calculation similar to equation 20; i.e., 

(104) 

We have found stopping after N = 13 terms is sufficient. What is meant by small? Take the 
sum of the modulus of each element of M in the ith row; do this for each row and let .6. be 
the biggest of these sums. The core method works well if .6. < 112. 
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9.7.2. Squaring Method 

If a > 112, then find an integer r such that flIR < 112, where R = 2'. The essence of 
the method is that 

(105) 

so calculate T = eMIR using the core method, and then find TR by matrix multiplication. 
This is quite cunning. but the choice of R to have the form 2' is also very cunning because 
it means you only need to do r matrix multiplications instead of R - 1, by calculating 
successive squares. For example, if r = 4 so R = 16, then T2 = TXT; T4 = T2 X T2; 
T8 = T4 X T4; T 16 = T8 X T8; and you have calculated T 16 with a series of just 
four multiplications instead of 15 if you did it the hard way: T 16 = TXT X TxT X 
T ... X T. 

9.8. Further Mathematical Notes 

In this section we discuss briefly the mathematical justification of the spectral expansion. 
It is not essential reading for those who merely want to do the calculations but serves to 
satisfy the mathematically curious. 

In the Appendix we describe how a square matrix, M, can, in some circumstances, be 
represented in the form M = XAX- 1, where A is a diagonal matrix containing the eigenvalues 
of M and the columns of the matrix X consist of the corresponding eigenvectors of M. It 
can be shown that this is always possible if M is the Q matrix of a reversible Markov process 
and that the eigenvalues are real and negative (apart from the one zero value Al = 0), and 
the eigenvectors have real elements. The eigenvalues, Ai, of the matrix -Q are simply minus 
the eigenvalues of Q and are therefore nonnegative; the eigenvectors of Q and -Q can be 
taken as the same. This is also true if Q is replaced by any of the submatrices Q.sIl.sll, QI')I'), 
Q;>F;>F, <h;~ with dimensions reduced from k to k.sll or kl'), etc., and in those cases none of the 
eigenvalues are zero. 

Equation (A15) of the Appendix then implies that 

Q' = X(-AYX- I (106) 

Now from equation 20 we find that 

eQt = I + Qt + (Qt)2 + (Qt)3 + (Qt)4 + ... 
2! 3! 4! 

= X[I + (-At) + (-Atf + (-At)3 + (-At)4 + ... ]X-I 
2! 3! 4! 
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The expression in brackets is obviously e-At, but if we look at it in detail we see that it is 
a sum of diagonal matrices, so it must again be diagonal. Then 

(107) 

Furthermore, the ith element on the diagonal of e-A1 is just 

1 + (-A.t) + (-A;t)2 + (-A;t)3 + (-A;t)4 + ... = exp(-A.t) 
I 2! 3! 4! I 

The key result (equation 21) therefore follows immediately from equation A20 of the Appen
dix. We have thus justified the general statement (equation 83) for the particular case of 
the exponential function (remembering that, for convenience, we choose to work with the 
eigenvalues of -Q instead of Q). 

10. Time Interval Omission 

All of the preceding distributions are derived under ideal assumptions. It has long been 
recognised, however, that the limitations on observational resolution caused by noise and 
filtering by the recording equipment can distort the observation of open times and shut times 
through failure to observe very short intervals. Some discussion of this phenomenon is given 
in Chapter 18 (this volume). We are unable to go into details here but note that, although it 
is naturally more complicated, and the nice mixture-of-exponentials feature now only appears 
as a very good asymptotic approximation, the kinds of matrix operations involved are mostly 
no more difficult than those discussed here. The main complication arises from the need to 
find some sort of generalised eigenvalues, which is equivalent to finding at what values of 
some parameter a certain determinant of a matrix vanishes: that is not all that difficult. Some 
details are given by Hawkes et al. (1992). 

11. Concluding Remarks 

The results of the classical theory are quite easy in terms of matrix algebra provided 
one can calculate the exponential of certain matrices. Computer software is readily available 
in many languages or packages that will carry out all of the necessary operations, including 
(sometimes with a little bit of effort) those exponentials. Thus, it should not be too difficult 
for anyone to put together a program in his or her own favourite system. We hope this 
chapter helps to clarify what is needed. 

The necessary tools can be summmarised as follows. It is important to note that all 
calculations should be done using double-precision arithmetic. You will need: 

1. Subroutines/procedures to add, subtract, multiply, and invert matrices. 
2. A routine to extract a submatrix (consisting of specified rows and columns) from a 

larger matrix (unless the other routines are capable of operating directly on subsections 
of a matrix). 



Q-Matrix Cookbook 623 

3. A routine to find the eigenvalues and eigenvectors of a general square matrix, 
preferably sorted into ascending or descending order of the eigenvalues, and to 
calculate the spectral matrices from them. 

The numerical examples provide a benchmark against which you can test the results 
from your own programs. Good luck! 

Appendix 1. A Brief Introduction to Matrix Notation 

This account is a brief synopsis. For further details see, for example, Stephenson (1965) 
or Mirsky (1982). 

AI.I. Elements of a Matrix 

A matrix is a table and is usually denoted by a bold type symbol. It is rather like a 
spreadsheet, the entries in the table being defined by the row and column in which they 
occur. The entry in the ith row and the jth column of the matrix A, an element of A, is 
usually denoted in lower case italic as aij' A matrix with n rows and m columns is said to 
be an n X m matrix, or to have shape n X m. If n = In, we have a square matrix. Thus, for 
example, 2 X 2 and 2 X 3 matrices can be written as 

(AI) 

Clearly, a I X 1 matrix has just one element and can, for most purposes, be treated as an 
ordinary number (called a scalar, which has no shape), though strictly speaking it is not. 

The elements for which i = j are called diagonal elements (e.g., all and a22, in this 
example), and the rest (i =1= J) are called off-diagonal elements. 

AI.2. Vectors 

Vectors are nothing new. In the context of matrix algebra they are simply matrices that 
happen to have only one row (a row vector or I X n matrix) or only one column (a column 
vector or n X I matrix). They are manipulated just like any other matrix. 

AI.3. Equality of Matrices 

Two matrices are said to be equal if all the corresponding elements of each are equal. 
Clearly, in that case, the two matrices must both be the same shape. For example A = B 
means, in the 2 X 2 case, 
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which is a shorthand way of writing the four separate relationships: all = b ll , al2 = b12, 

a21 = b2h and a22 = b22• 

At.4. Addition and Subtraction of Matrices 

This is very easy. You just add (or subtract) the corresponding elements in each of them 
(clearly, the two matrices must be the same shape). Thus, for example, 

shape: 2X2 2X2 2X2 

or, more briefly, Cij = aij + bjj for all i andj. Subtraction, A - B, is defined in the obvious 
equivalent manner. 

At.S. Multiplication of Matrices 

The definition of the product of two matrices may, at first sight, seem a bit perverse, 
but it turns out to be exactly what is needed for the convenient representation of, for example, 
simultaneous equations or for representation of all the possible routes from one state to 
another [see, for example, section 2 of Colquhoun and Hawkes (1982)]. Multiplication goes 
'row into column.' For example: 

shape: 2X2 2X2 2X2 

Thus, the element in the ith row and the jth column of the product, C, is obtained by taking 
the ith row of A and the jth column of B, multiplying the corresponding elements, and adding 
all these products. Clearly, the number of columns in A must be the same as the number of 
rows in B. If A is an n X m matrix, and B is m X k. then the product, C = AD will be an 
n X k matrix. More formally, the element Cij is obtained from the sum of products 

m 

Cij = 'L airbrj 

,=1 

Some computer languages allow matrices to be added or multiplied symbolically, e.g., 
by simply writing A = B * C; in others a subroutine or procedure must be called to do this. 
In the APL language, matrix multiplication is a special case of a powerful idea called the 
inner product operator. The APL expression C~A + . XB, although not standard mathematical 
notation, reflects the fact that the result is obtained by a combination of adding and multiplying 
(guess what the result of A X . +B is). 
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It is important to note that, contrary to the case with ordinary (scalar) numbers, it is 
not generally true that AB and BA are the same (multiplication of matrices is not necessarily 
commutative). Indeed, both products will exist only if A has shape n X m and B has shape 
m X n: then the product AB has shape n X n, whereas BA has shape m X m. The two 
products will only have the same shape if A and B are square matrices of the same shape, 
and even then the products are not necessarily the same. We must therefore distinguish between 
premultiplication and postmultiplication. In the product AB, it is said that A premultiplies B 
(or that B postrnultiplies A). 

If a matrix is multiplied by an ordinary (scalar) number, x say, this means simply that 
every element of the matrix is multiplied by x. Thus xA, which is equal to Ax, is a matrix 
with elements xaij. 

It can be shown that matrix mUltiplication is associative; i.e., parentheses are not needed 
because, for example, A(BC) = (AB)C, which can therefore be written unambiguously as 
the triple product ABC. 

Al.6. Some More Examples of Matrix Multiplication 

A few more examples may help to clarify the rules given above. If we postmultiply a 
row vector (a 1 X n matrix) by a column vector (n X 1 matrix), we get an ordinary (scalar) 
number (a 1 X 1 matrix). For example, 

(A3) 

shape: lX3 3XI IXI 

When looking at a matrix expression, it is always useful to note the size of each array 
in the expression, as written below the results above. This makes it instantly obvious, for 
example, that the result in equation A3 is scalar. Likewise, the expression aXb where a is 
a 1 X n row vector, X is an n X m matrix, and b is an m X 1 column vector, is clearly also 
scalar. Note, however, that we sometimes do need to distinguish between a scalar and a 1 
X 1 matrix; for example, if C is a 3 X 3 matrix and a and b are as above, then (ab)C makes 
sense if ab is regarded as a scalar, but it is not equal to a(bC) because the multiplication 
bC is not possible (you cannot multiply a 3 X 1 and a 3 X 3 matrix), and you have broken 
the associative law mentioned above. If you consider ab as a 1 X 1 matrix, however, you 
cannot multiply that by C either, so that is all right. Users of logical software, such as APL 

or MATHEMATICA may need to be careful of this distinction. 
Note that it follows from equation A3 that aaT, where aT is the transpose of a (see 

below), is a sum of squares, thus: 

shape: IX3 3XI IXI 
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Similarly, if u is a unit column vector (all elements UI = 1), then premultiplying it by a row 
vector simply sums the elements of the latter (this is a common feature in the distributions 
described in this chapter), thus: 

(A4) 

If the multiplication is done the other way around, ba instead of ab, we are multiplying 
an n X 1 matrix by a 1 X n matrix, so the result has shape n X n, thus: 

(AS) 

shape: 3Xl IX3 

AI.7. The Identity Matrix 

The matrix equivalent of the number 1 is the identity matrix, denoted I. This is a square 
matrix for which all the diagonal elements are 1, and all others are zero. Actually there are 
lots of different identity matrices, one for each possible shape, 1 X 1, 2 X 2, 3 X 3, etc.; 
often we do not bother to indicate the shape because it is usually obvious from the context. 
It has the property that multiplication of any matrix by I of the appropriate shape does not 
change the matrix. For the 2 X 2 and 3 X 3 cases, we have, respectively, 

[1 0] [1 0 0] 
1= Oland 1= ~ ~ ~ (A6) 

Thus, for example, using the matrices defined in equation AI, 

AI=IA=A 

CI = IC = C 

Note that the I matrix that postmultiplies C must have shape 3 X 3, whereas all the others 
must be 2 X 2. 

AI.S. Determinants 

A determinant is a number (not a table) that can be calculated from the elements of a 
square matrix. The determinant is usually written just like the matrix, except that it is enclosed 
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by vertical lines rather than brackets (it therefore looks rather similar to the matrix, and it 
is important to remember that the whole symbol represents a single number). For example, 
the determinant of the 2 X 2 matrix in (AI), denoted det(A), is 

(A7) 

The right-hand side of this shows how the number is calculated from the elements of A. A 
matrix that has a determinant of zero, det(A) = 0, is said to be a singular matrix; such a 
matrix has a linear relationship between its rows or between its columns and cannot be 
inverted (see below). 

For larger matrices the definition gets a bit more complicated. One does not have to 
worry too much about the details, as most scientific software has functions to calculate a 
determinant. The next paragraph may therefore be safely skipped. 

For an n X n matrix A, the determinant is defined as 

where the summation is over all permutations 'II' of the integers I to n, and a('II') equals I 
if 'II' is an 'even' permutation and equals -1 if 'II' is on 'odd' permutation. For example, if 
A is a 3 X 3 matrix, then 

For more detail see any standard text, such as one of those referenced above. 

Al.9. 'Division' of Matrices 

If e = AB, then what is B? In ordinary scalar arithmetic we would simply divide both 
sides by A to get the answer, provided A was not zero. When A and B are matrices, the 
method is analogous. We require some matrix analogue of what, for ordinary numbers, would 
be called the reciprocal of a square matrix A. Suppose that some matrix exists, which we 
shall denote A -I, that behaves like the reciprocal of A in the sense that, by analogy with 
ordinary numbers, 

where I is the identity matrix. The matrix A -I is called the inverse of A. Thus, the solution 
to the problem posed initially can be found by premultiplying both sides of e = AB by A-I 
to give the result as B = A -Ie. In the case of a 2 X 2 matrix the inverse can be written 
explicitly as 

A-I = [a22 /det(A) -aI2/det(A)] 
-a21/det(A) all/det(A) 

where det(A) is the number defined above. It can easily be checked that this result is correct 
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by multiplying it by A: the result is the identity matrix, I. It is apparent from this that the 
inverse cannot be calculated if det(A) = 0 because this would involve division by zero. 
Thus, singular matrices (see above) cannot be inverted. 

The inverse of a product can be found as 

provided A and B are both invertible. 
We will not define here how to write down explicitly the elements of the inverse of a 

matrix for larger matrices. The explicit form rapidly becomes very cumbersome, and accurate 
numerical calculation of the inverse of large matrices requires special techniques that are 
available in any computer library. 

AI.IO. Differentiation of a Matrix 

This involves no new ideas. You just differentiate each element of the matrix. Thus, 
the expression dAJdt simply means, in the 2 X 2 case, 

dA = [dallldt da 121dt] 
dt da21 , dt da22' dt 

(A8) 

AI.ll. Transpose of a Matrix 

Swapping the rows and columns of a matrix is referred to as transposition. If A = [aiJ, 
then its transpose, denoted AT, is AT = raj;], In the case of the matrices defined in equation 
AI, we have, therefore, 

The transpose of a product is 

AI.ll. Eigenvalues and Eigenvectors of a Matrix 

Any square matrix can be represented in a simple form that has nice properties that 
depend on its eigenvalues and eigenvectors. If M is an n X n matrix, then a nonzero (n X 
1) column vector x is said to be an eigenvector of M if there is a scalar, A, such that 

Mx= AX (A9) 
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Then A is called the eigenvalue corresponding to x. Such an eigenvector is not unique because 
you can multiply x by any nonzero scalar and the equation above is still satisfied, with the 
same value of A. 

Because it makes no difference if any matrix or vector is multiplied by an identity 
matrix, the above equation can be written as Mx = Alx or 

(M-Al)x=O (AlO) 

Now, any square matrix, when multiplied by a nonzero vector, can only yield a zero result 
if it is singular, i.e., if its determinant is zero. Thus, 

1M - All = 0 (All) 

The eigenvalues are the solutions to this equation. When the equation is evaluated algebrai
cally, it turns out to be a polynomial in A of degree n and so, by a well-known theorem in 
algebra, it has n solutions, AI, A2, ... All' For example, in the case n = 2, using equation A7, 

or 

This is a quadratic equation in A having two roots Al and A2' Note that, from school algebra, 
we have that the sum of the roots, A I + A2, is equal to minus the coefficient of A in the 
equation, namely mll + m22 and the product of the roots, AIA2' is equal to the constant term 
mllm22 - ml2m2h which we recognize as being the determinant det(M). These are examples 
of two quite general results: 

1. The sum of the eigenvalues of a square matrix equals the sum of the its diagonal 
elements, which is known as the trace of the matrix. 

2. The product of the eigenvalues equals the determinant of the matrix. 

Although there are always n roots of an n X n matrix, they are not necessarily distinct. 
For example, if M is the 2 X 2 identity matrix, the above equations become (1 - A)2 = 0, 
so both roots are 1; i.e., A = 1 is a repeated root. Finding roots of polynomials is not always 
easy, but there are standard computer programs widely available to find these eigenvalues 
and the eigenvectors Xi that go with them. For given A i' the corresponding eigenvector 
satisfies equation A9 or, equivalently, AlO. Note that equation AlO is very much like the 
transpose of equation 10 for finding an equilibrium vector (if you identify M - Ail with 
Q), so it is not too difficult. Remember that the scaling of an eigenvector is arbitrary: any 
constant times the eigenvector is also an eigenvector, but the arbitrary scaling factors cancel out 
during subsequent calculations so they are not important for the applications discussed here. 

The set of equations 

MXj = AiXj, i=lton 



630 David Colquhoun and Alan G. Hawkes 

can be written as a single matrix equation, MX = XA, or, simply interchanging the two 
sides of the equation, 

XA=MX (A12) 

where X is a matrix whose columns are the eigenvectors Xi' Thus, X can be written as 

(Al3) 

There is one eigenvector for each eigenvalue, so it does not matter which order we put the 
eigenvalues in, as long as the eigenvectors are kept in the corresponding order. A is an n X 
n diagonal matrix with the eigenvalues Aj down the diagonal and zeroes everywhere else. 

In general, matters can get complicated from here on if some of the eigenvalues are 
repeated roots; in that case we need something called the Jordan canonical form, which can 
be found in advanced textbooks on algebra or, in the Markov process case, Cox and Miller 
(1965, Chapter 3). Fortunately, in the case of reversible Markov processes, these complications 
do not generally arise. So we will assume, sufficiently for our purpose, that the eigenvalues 
are all distinct, and then it can be shown that the matrix X is invertible, and so we can 
postmultiply equation A12 to obtain 

XAX- 1 = MXX- 1 = MI = M (AI4) 

The value of all this comes when we want to raise the matrix M to some power. 
For example, 

It is easy to see that we can keep on doing this, so that 

(AIS) 

The important thing about this is that, although, in general, raising the matrix M to the power 
r is quite difficult, it is very easy for the diagonal matrix A: the matrix Ar is simply another 
diagonal matrix whose diagonal elements are simply powers of the eigenvalues A[ so you 
only have to calculate powers of scalars. 

It should be noted that, in general, the eigenvalues and the elements of the eigenvectors 
of M may be complex numbers. Fortunately, this is not the case in ion-channel models. 

There is another way in which we can represent equation AIS. To generalize a little, 
let D be any n X n diagonal matrix with diagonal elements d j , and let Y denote the inverse 
X-I, which we now consider as a set of rows 

Y= (AI6) 

Yn 

Then it is easy to see that the matrix product DY can be represented as a similar set of rows 
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DY= (AI7) 

Note that, because the d; are scalars, it does not matter if we write them before the Y; or 
after. Then 

y1dl 

Y2d2 

XDY= [Xl X2 ••• Xn] Yid; 

Now this looks just like a row times a column, similar to example A3, despite the fact that 
the elements here are vectors rather than scalars. But the nice thing about partitioned matrices 
is that, provided everything is the right shape, they behave formally just like ordinary matrices. 
Thus, in this case, 

n 

XDY = L XiYidi (AI8) 
i=1 

But XiYi is a column times a row, similar to example A4, and so the result is an n X n matrix 

(i = I to n) (AI9) 

These matrices Ai are called the spectral matrices of the matrix M. Then equation A18 can 
be written as 

n 

XDX- l = XDY = LAid; 
i=1 

As a particular example, equation AIS can now be written as 

n 

Mr = XArx-1 = ~ A -A! £.J I I 

i=1 

(A20) 

(A21) 

Thus, once we have calculated the eigenvalues and eigenvectors, and hence the spectral 
matrices, of the matrix M, we have only to calculate the powers of the (scalar) eigenvalues, 
mUltiply them by the constant matrices Ai> and add them instead of doing a lot of matrix 
multiplications to get Mr. 
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Appendix 2. Some APL Code 

APL is a powerful computer language that uses an "executable notation," which differs 
from normal mathematical notation but is far more logically consistent. It has the advantage 
that, when you get used to the notation, the instructions you give the computer are essentially 
the same as you would write on paper. We illustrate some of the calculations for Sections 
5 and 6 to show what is possible. The version we have used is DYALOG APL. 

The hard part with any system is finding the eigenvalues and eigenvectors, and any 
code is too complex to show here, so let us assume there is a function EIGEN that results in 
a vector of eigenvalues and an X matrix of eigenvectors when supplied with a square matrix 
as argument. Suppose the transition rates shown in equation 4 are already stored in the 
matrix Q. 

Identify the index sets of subclasses and create a vector U containing five 1 's 

Af-12 () Bf-34 () Cf-,4 () Ff-BUC () Ef-AUB () Uf-5pl (A22) 

Note that the comma in the above line is important: it makes sure that C, consisting of a 
single number, is a vector, not a scalar; the () character simply allows several statements 
on one line. Next 

Yf-O 0 0 0 0 1 () PINFf-yB~Q, 1 (A23) 

finds the equilibrium distribution, p(oo), using the method of equation 17 (note that u in that 
equation is Sy while S is Q,l), with the numerical result of equation 18. The remaining 
numerical results arising from the APL statements shown below are reported in Section 5. 

PHISf-PINF[A] + .XQ[A;F] -:-PINF[A] +. XQ[A;F]+. XU[F] (A24) 

finds the initial vector 4>s (see equation 50 and the numerical result of equation 57). 
Now let 

(A25) 

After that L contains the eigenvalues of Q**, X the X matrix of eigenvectors, while A 
contains the set of all three matrices Al A2 A3 by doing each of the vector products in 
equation 89; the symbol" is the "each operator" in APL and B is the matrix inversion function. 
The result is shown in equation 56. The coefficients aj are then formed into the vector a, 
with three elements in this case, by a version of equation 52. 

af- -TAUX(CPHIS)+.x"A+.x"CQ[F;F]+.XU[F] (A26) 

with the numerical results shown in equation 56. 
To get the distribution of the number of openings per burst, evaluate equation 59 as 

GABf- -(BQ[A;A])+.xQ[A;B] () GBAf- -(BQ[B;B])+.XG[B;A] (A27) 

with results shown in equation 65. 
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The initial vector given by equation 61 is evaluated as 

PHIBf-num+(numf-PINF[C]+.XQ[C;A]+Q[C;B]+.XGBA)+.XU[A] (A28) 

where the numerator is stored in num to save calculating the same thing twice. 
The result is shown in equation 63. 
This time the spectral expansion needed is given by 

RHO Xf-EIGEN GAB+.XGBA <> MUf-+l-RHO <> SMf-(.1<tX)o.x".1HjX (A29) 

with numerical results for RHO, MU, and SM shown in equations 71-73, respectively. The 
calculation for MU follows from equation 69. 

Now form an identity matrix of shape k.rA, X k.rA, 

If- DIAG (pA)pl 

The formula for the areas is then given by equation 70, and the numerical results by 
equation 74: 

af- MUX(CPHffi)+.X"SM+.X"C(I-GAB+.xGBA)+.xU[A] (A30) 

Comparison of these equations with the corresponding ones in Sections 5 and 6 shows how 
easy it is (with a few little tricks you have to get used to) to translate the usual mathematical 
formulas into an equivalent executable notation. Results from the other sections can be 
obtained in much the same manner. 
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Chapter 21 

Geometric Parameters of Pipettes and 
Membrane Patches 

BERT SAKMANN and ERWIN NEHER 

1. Introduction 

The object of the patch-current measurement is a small membrane patch and a pipette tip 
of comparable dimensions. Both are at the limit of resolution of the optical microscope. 
Only rarely is it possible to "see" the membrane patch during the experiment, and even then 
quantitative evaluation of its size is impossible or difficult. The purpose of this chapter is 
to provide some hints toward estimation of the tip geometry of patch pipettes and of patch 
sizes by a combination of light and electron microscopy and electrical measurements. It 
should be emphasized, however, that there are wide variations in tip geometry and patch 
sizes, even if all the parameters that are under control of the experimenter are kept constant. 
The numbers given should therefore only be considered as order-of-magnitude estimates. 

2. Geometry of Patch Pipettes 

The purpose of this section is to relate lithe dimensions of ''typical'' patch pipettes to 
their conductance properties. The conductance measured before the tip touches the cell 
membrane can provide an estimate of the pipette tip geometry. For this end, the appearance 
in the scanning electron microscope of several types of patch pipettes commonly used for 
cell-attached, cell-free, and whole-cell recording is described. To relate the tip geometry to 
the pipette conductance, we have measured in specified conditions [150 mM KCI as pipette
filling solution, pipette tips immersed in a standard test (150 mM NaCI) solution] the 
conductance and the electron microscopic appearance of the same pipette. Alternatively, we 
have measured the geometry and the conductance of pairs of pipettes fabricated under the 
same conditions. We used one of the pipettes for scanning electron microscopy and the other 
for the electrical measurements. 

2.1. Tip Shape of Soft Glass Pipettes 

Pipettes fabricated from commercially available soft glass (CEE BEE® capillaries, 1.6-
mm outer diameter and O.3-mm wall thickness) were pulled by the two-stage procedure 
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described by Hamill et al. (1981). These pipettes have DC resistances ranging from I Mil 
to 5 Mil when filled with 150 mM KCl; the exact value is determined by the coil heat 
setting of the final pull. Figure I shows the appearance in the scanning electron microscope 
of the tip of a pipette having a resistance of 2.5 MD, a "typical" value for pipettes used for 
cell-attached recordings. The average diameter of the tip opening measured from the "tip
on" view of such pipettes (Fig. IA) was 1.13 :!: 0.29 j,Lm (mean :!: S.D., n = 14). This 
corresponds to a tip opening area of 1.0 j,Lm2 The width of the rim, estimated from the 
shadowed ring surrounding the tip opening, is 0.19 :!: 0.04 j,Lm. The taper of the tip and the 
thickness of the glass wall were determined from side-on views (Fig. 1B) and from pipettes 
with partially broken-off tips. The dimensions of the tip of a typical soft glass pipette are 
shown in Fig. Ie. It represents a longitudinal section through a pipette of 2-2.5 Mil resistance. 

The tip shape is approximately conical, with an angle <l> of 24° for the average type of 
pipette. When the pipette is modeled as having an approximately cylindrical shank and a 
conical tip, the total resistance of the pipette is given by the sum of the tip and the shank 
resistances (Snell, 1969). 
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Figure 1. Tip geometry of a soft glass patch pipette. A: Scanning electron micrograph of a tip-on view of 
the pipette opening. The resistance of this type of pipette is between 2 and 2.5 Mfl The darker ring represents 
the rim of the pipette tip. The tip opening diameter is 1.1 J,Lm. The width of the rim is 0.2 IJ.m. Scale bar 
represents 1 JJ.m. B: Scanning electron micrograph of a side-on view of the same pipette tip. Scale bar 
represents 4 j.Lm. For scanning electron microscopy, the pipette tips were sputtered with gold, resulting in a 
gold layer of ;:;;:200 A thickness. C: Reconstruction of a longitudinal section through the pipette tip of a 2-
to 2.5-Mn pipette. The wall thickness (shaded) was detennined from pipettes broken at various distances 
from the tip opening. The tip cone angle ~ is 240

. It is measured as indicated in the figure. 
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R = L + p cot(cI>/2) (! _ 1.) 
~.~ ~ ~ ~ 

(1) 

Since the radius of the cylindrical shank r, is much larger (>50 J.Lm) than that of the radius 
of the tip opening rt, the resistance of the tip dominates. The pipette tip resistance is 1.2 
MO, assuming p = 51 0 . cm for the specific resistivity of 150 mM KCI (at 25°C), cI> = 
24° for the angle of the tip cone, and a tip opening radius r of 0.6 J.Lm. The measured 
resistance is, however, 2-2.5 MO. This reflects the fact that the resistance of the pipette 
shank is not negligible. Breaking off the tip leaves one with pipettes of 1 MO resistance, 
which is an estimate of the shank resistance. 

The tip opening areas of pipettes with various conductances are plotted in Fig. 2. 
According to equation 1, one would expect the tip opening area to increase with the square 
of the pipette conductance for pipettes in which the resistance of the tip dominates. The data 
points in Fig. 2 can be approximated by such a square relationship for pipettes with resistances 
>2.5 MO. For practical purposes, however, i.e., for the whole range of pipette resistances 
of 1-5 MO, an approximately linear relationship is seen between pipette conductance and 
tip opening area. The broken line in Fig. 2 has a slope of 6.9 J.Lm2 MO. 

2.2. Tip Shape of Hard Glass Pipettes 

Patch pipettes can also be fabricated from hard glass, i.e., borosilicate glass. The advan
tage of hard glass pipettes is that the specific resistivity of this glass is much higher than 
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Figure 2. Relationship between tip opening area and pipette conductance (pipettes were filled with 150 mM 
KCI) for pipettes fabricated from thin-walled capillaries. The tip opening area is plotted for pipettes of 
various resistances. To obtain this plot, the pipette resistance and the tip opening area were measured on the 
same pipette (closed symbols); or the opening area was measured on one of a pair of pipettes and the 
resistance was measured on the other one (open symbols). Data from both heat-polished and unpolished 
pipettes are included. Round symbols, soft glass pipettes; square symbols, borosilicate glass pipettes; triangular 
symbols, aluminosilicate glass pipettes. The broken line is the regression line to all data points and has a 
slope of 6.9 jJ.m2/1000 nS. To obtain measurements of conductance and tip geometry of the same pipette, 
the KCI solution in the pipette was replaced first by distilled water, then by methanol. Subsequently, the 
methanol was allowed to dry out by keeping the pipette at +60°C for 10 min and maintaining a constant 
negative pressure. Then, the pipette tip was prepared for scanning electron microscopy. 
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that of soft glass. As a consequence, the background noise contribution from the capacitance 
across the glass wall is smaller, and the quality of coating of the pipette shank and tip is 
less critical. It is sufficient to coat the pipette only up to a distance about 200 fJ.m from the 
tip opening in order to obtain pipettes with noise properties similar to those of "heavily 
coated" soft glass pipettes. Hard glass pipettes are pulled from capillaries of similar dimensions 
to the soft glass tubing described above. For example, when borosilicate capillaries from 
Kimax® with a wall thickness of 0.2 mm are used, patch pipettes can be fabricated with a 
tip geometry very similar to that of the soft-glass pipette shown in Fig. I (see Table I for 
details). The relationship between tip opening area and pipette conductance is also very 
similar to that given in Fig. 2. 

The specific conductance of glass containing aluminum, i.e., aluminosilicate glass, is 
even lower than that of the borosilicate hard glass described above. We have only limited 
experience with pipettes made from this type of glass. It is possible to pull pipettes that have 
resistances of 1-5 Mil and a tip geometry similar to that of soft glass shown in Fig. I C provided 
one uses thin-walled capillaries. For example, commercially available aluminosilicate glass 
from A-M Systems (outer diameter, 1.5 mm; wall thickness, 0.3 mm) can be used. The main 
difference in the pulling procedure is that with this glass the length of the first pull should 
be only about 5 mm, and the recentering distance should be 3 mm. The heat settings must 
be increased for both the first and the final pull. The relationship between tip opening area 
and the pipette conductance is comparable to that for soft glass (Fig. 2). 

2.3. Tip Shape of Thick-Walled Pipettes 

When pipettes are pulled from thick-walled glass capillaries, e.g., with a wall thickness 
of 0.5 mm or larger, the width of the rim and the wall thickness of the pipette tip are about 

Table I. Geometric Parameters of Tips of Pipettes Fabricated from Various Types of 
Glass Capillariesa 

Tip opening Cone 
area Rim area Rim width angle 

Pipettes fabricated from (ILm2) (ILm2) (ILm) (deg) 

Thin-walled capillaries 
CEE BEE (n = 14) 

(soft glass) 1.0 0.79 0.19 24 
Kimax (n = 2) 

(hard borosilicate glass) 1.2 0.82 0.2 20 
Standard aluminum 

glass (n = 2) 
(hard aluminosilicate glass) 1.0 0.9 0.22 25 

Thick-walled capillaries 
Jencons (n = 8) 

(hard borosilicate glass) 1.01 1.71 0.39 10 

"Thin-walled pipettes have resistances of 2-2.S M!l, thick walled of 8-10 Mn, when filled with 150 m2 • KCI. All numbers 
are mean values; the number of pipettes is given in parentheses. Pipettes of the tip geometry listed above are obtained by 
two-stage pulling. Pulling was done by gravity with a weight of SOO g. The length of the first pull has to be shorter for 
hard glass pipettes than for soft glass pipettes. Concomitantly, the recentering distance is shorter. The setting for the heating 
coil for the second pull is varied to obtain pipettes of the geometry listed in the table. The length of the first pull and the 
length of recentering are as follows for the various glass capillaries: CEE BEE, 9 mm and 6 mm; Kimax, 6 mm and 4 
mm; A-M glass, 5 mm and 3 mm; Jencons, 9 mm and 6 mm. The glass capillaries are commercially available from the 
following manufacturers: CEE BEE, Type 100-PS plain, from C. Bardram, Braunstien 4, 3460-Birkorod, Denmark; Kimax: 
Article No. 34S00, from Kimble Products, Vineland, NJ, U.S.A.; A-M Glass, Cat. No. G.CASS-ISO-4, from A-M Systems, 
Inc., Everett, WA 98024, U.S.A; Jencons, Cat. No. HIS/IO, from Jencons (Scientific) Ltd., Leighton Buzzard, England. 
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twice as large as those of pipettes pulled from thin-walled (:50.3 mm) capillaries. The 
advantages of thick-walled hard glass pipettes are, first, that the greater wall thickness further 
reduces the shunt resistance across the glass wall, and second, that in a number of preparations 
with these pipettes, we have found that gigohm seals of greater stability are obtained, and 
the success rate of obtaining gigohm seals is significantly larger than with conventional thin
walled pipettes. 

Thick-walled hard glass pipettes can easily be fabricated from commercially available 
hard glass (Jencons Scientific, Catalogue No. H 10/15) of 1.8-mm outer diameter and 0.5-
mm wall thickness using the same two-stage pulling procedure as described for fabrication 
of thin-walled pipettes (for details, see Table I). Polishing of the tip is, however, done without 
cooling of the tip by an air jet. The shrinkage of the tip during polishing is observed as a 
slight increase in the wall thickness of the initial 2-3 J.l.m of the pipette tip. The appearance 
in the scanning electron microscope of the tips of thick-walled hard glass pipettes, which 
readily form gigohm seals on both enzyme-treated cells (heart myocytes, chromaffin cells, 
skeletal muscle fibers) and tissue-cultured cells (spinal cord neurons), is shown in Fig. 3. 
Pipettes with tip dimensions shown in Fig. 3 have resistances of 8-11 Mil when filled with 
ISO mM KCI. The size of the tip opening area is '" I J.l.m', i.e., comparable to that of soft 
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Figure 3. Tip geometry of a thick-walled hard glass pipette. A: Scanning electron micrograph of tip-on view 
of 10-Mfl hard glass pipette. The diameter of the tip opening is 0.98 j.1m. The width of the glass rim is 0.4 
j.1m. The scale bar represents 1 /-Lm. B: Scanning electron micrograph of side-on view of the same pipette. 
Scale bar represents 4 j.1m. C: Reconstruction of a longitudinal section through the tip of a thick-walled hard 
glass pipette. Reconstruction of the outer dimensions is based on tip-on and side-on views of pipettes as 
shown in A and B. The dimensions of the wall are based on measurements of pipettes with broken-off tips. 
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glass pipettes of 2.5-3 MO resistance. However, the width of the rim is 0.4-0.5 JLm, which 
is about twice that of thin-walled pipettes. It is also obvious that the rim is not always 
completely smooth even after extensive polishing. 

In comparison to pipettes fabricated from thin-walled glass, the pipette tip is much 
slimmer. This is shown by the side-on view of the pipette in Fig. 3B. The geometry of 
''typical'' thick-walled hard glass patch pipettes used for cell-attached recordings is shown 
in Fig. 3C, which represents a longitudinal section through a tip of a typical pipette of 8-10 
MO resistance. In comparison with thin-walled pipettes, the tip cone is much sharper. The 
cone angle is 8-12°. The sharper tip can partly account for the larger resistance of thick
walled pipettes having a tip opening area similar to that of low-resistance pipettes with 
thinner walls. The pipette solution in the cone-shaped tip has a resistance of about 3 MO 
(using a tip opening diameter of 0.9 JLm and a cone angle <I> = 12°). The measured resistance 
is 8-10 Mfi This means that the larger part of the pipette resistance resides in the pipette 
shank. It is consistent with the observation that breaking the tip of these pipettes reduces 
the pipette resistance to 4-5 Mfi Thus, for thick-walled hard glass pipettes, the resistance 
is a much less reliable indicator of the tip opening area than for thin-walled pipettes. 

Pipettes that have resistances of 8-11 MO are very reproducible in terms of their tip 
geometry. This is illustrated in Fig. 4, where the tip opening area of thick-walled pipettes is 
shown for pipettes with different resistances. It is seen that pipettes with resistances in the 
range of 8-10 MO have a tip opening area that varies only about twofold, i.e., between 0.6 
JLm2 and 1.2 JLm2, whereas for pipettes with lower resistances, large variations in the tip 
opening area are found. The variability in resistance of thick-walled pipettes with values <7 
MO most likely reflects changes both in the diameter and length of the pipette shank and 
in the shape of the tip cone rather than changes in the tip opening diameter. 

Thick-walled hard glass pipettes for whole-cell recording, i.e., with a much lower pipette 
resistance (2-5 MO), are made from thick-walled capillaries by reducing the length of the 
first pull to 5 mm and recentering the pipette by 3 mm. Pipettes fabricated by this procedure 
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Figure 4. Relationship between tip opening area and pipette conductance for thick-walled hard glass pipettes. 
Pipettes are filled with 150 mM KCl solution. Filled symbols represent measurements of conductance and 
tip opening area on the same pipette. The other data are based on experiments on pairs of pipettes. Note 
large scatter of values for pipettes of less than 7 Mil resistance. 
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have tip diameters of 2-3 ~m and resistances of 3-4 MU The advantage of this type of 
pipette is the better stability of the seal in the whole-cell recording mode. 

3. Geometry of Membrane Patches 

3.1. Patch Area by Observation in the Light Microscope 

In some tissues, such as enzyme-dispersed heart myocytes or enzyme-treated skeletal 
muscle fibers, gigohm seals sometimes form spontaneously; i.e., upon touching the cell 
surface with the pipette tip, a tight seal forms without release of the slight pressure and 
without application of suction. In these cases, visual observation of the pipette tip and the 
cell surface membrane at high (X 1200) magnification does not show any deformation of 
the cell membrane. The area of the electrically insulated membrane patch under the pipette 
tip presumably is very similar to that of the tip opening area. Most likely, the glass-membrane 
seal forms on the rim of the pipette tip. The area of the membrane patch can be estimated 
from the pipette resistance measured before seal formation has occurred (Fig. 2). More 
frequently, however, a seal forms only after slight suction has been applied to the pipette 
interior. During suction, part of the cell membrane is pulled into the opening of the pipette tip, 
forming an omega-shaped deformation of the cell membrane. The development of membrane 
deformation during establishment of a gigohm seal can be observed in the light microscope, 
and estimates of the area of the membrane patch in the pipette tip can be obtained. 

As illustrated in Fig. 5, we have estimated the area of membrane patches pulled into 
the pipette tip under two experimental conditions. First, a patch of membrane was drawn 
into the pipette tip until a gigohm seal had formed. Membrane deformation was observed 
at X500 or X 1250 magnification using either a X40 water-immersion objective in a normal 
microscope or a X 100 oil-immersion objective in an inverted microscope. The axis of the 
pipette was nearly parallel « 10° deviation) to the plane of focus to give a side-on view. 
The membrane patch in the tip was isolated mechanically from the rest of the cell surface 
membrane by retracting the tip 20 to 50 ~m from the cell surface. At this stage, the pipette 
tip was photographed (Fig. 5A). When further suction was applied to the pipette interior, 
the membrane patch lost its contact with the glass wall. It then adopted the shape of a 
spherical vesicle, which bounced up and down in the tip of the pipette. On application of slight 
pressure «5 cm H20) to the pipette interior, it was caged in the tip and was photographed (Fig. 
5B). 

From photomicrographs such as those shown in Fig. 5A,B, the area of the membrane 
patch drawn into the pipette tip during gigohm seal formation was estimated. We have 
measured the area in the omega-shaped configuration, i.e., when the patch adhered to the 
pipette wall, and after formation of a membrane vesicle. The pipettes used for these experi
ments had resistances of 2 M.o. with a tip geometry very similar to that illustrated in Fig. 1. 

In the omega-shaped configuration, the membrane area can be estimated by modeling 
the patch as a cone, representing the "sealed" membrane area in contact with the glass wall, 
and a hemispherical area, which represents the "free" unsealed membrane facing the pipette 
solution. In the vesicular configuration, the patch area was determined from its apparent 
diameter. The values of membrane areas estimated in this way are given in Table II. In the 
omega-shaped configuration, the ratio of the "free" to the "sealed" membrane area was 0.5 
to 0.6. This ratio was determined for relatively large patches of membrane when a visual 
discrimination of "free" and "sealed" portion of the patch was possible. In each experiment, 
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A B 

Figure 5. Geometry of mechanically isolated membrane patches in the tip of a soft-glass pipette of 2-Mfl 
resistance. A: Photomicrograph of a pipette tip after isolation of a membrane patch from a rat myoball. A 
X 100 oil-immersion objective in an inverted microscope (Zeiss Invertoskop) equipped with Normarski 
interference contrast was used. The membrane patch fanTIs an omega-shaped vesicle that "seals" the tip 
opening. Pipette access resistance was 2 Go. Part of the patch is sealed to the pipette wall. and part faces 
the pipette solution. B: Photomicrograph of pipette tip after the mobilization of the membrane patch by 
suction applied to the pipette imeriof. Same membrane patch as shown in A. The pipette access resistance 
has dropped to 2 Mfl The isolated membrane patch has the shape of a vesicle. The apparent diameter is 
2.75 J.1m; the membrane area is 23 J.1m2. C: Schematic diagram of the geometry of an omega-shaped vesicle 
as shown in A. The measured distance from the pipette tip opening to the top of the vesicle (l + h as 
indicated in the figure) is 3.75 J,Lm. The distance from the tip opening to the base of the spherical part is 3 
J.1m; the height h of the spherical part is 0.75 J.1m. The radius r2 of the pipette 3 J.1m from the tip opening 
is 1.25 J.1m. The tip opening radius r l is 0.5 J.1m. From these values, one obtains for the area of the "free" 
membrane portion Af = 'Tr(h2 + 2ri} = II J,Lm2. The area of the "sealed" membrane portion is A< = 'Tr/(r2 
+ r l) = 17 J,Lm2, the total membrane area is 29 J.1m2, assuming that the tip opening is also spanned by the 
membrane. From the area of the sealed membrane, 17 J.1m2

, and the measured seal resistance, 2 GO in this 
example, one can estimate the dimensions of contact between cell membrane and pipette wall. Assuming a 
specific resistivity of 51 n . cm for 150 mM KCI solution, and assuming free mobility of K+ and CI-, one 
obtains a value < 1 A for the distance between membrane and glass . 

the total area of the same membrane patch estimated in the two configurations, omega
shaped and vesicle-shaped, was nearly identical. Since the estimation of membrane area in 
the vesicle configuration is more straightforward, most area measurements were made from 
vesicles. The average of seven membrane patches isolated with pipettes of 2.5 Mll resistance 
and measured in the vesicle configuration was 14 ± 5 J..Lm2 Assuming that the geometry of 
these patches in the omega shape is as illustrated in Fig. 5C, i.e., that the ratio of the "free" 
to the "sealed" portion is 0.5. the area of the "free" membrane is of the order of 5 ILm2 
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Table n. Comparison of the Area of the Same Membrane Patch Determined from 
Photomicrographs of Omega-Shaped Vesicles and Spherical Vesicles· 

Omega-shaped vesicle 

"Sealed" "Free" Total Spherical 
Pipette area area area vesicle 

I 24 JLm2 12 JLm2 37 JLm2 32 JLm2 

2 14 JLm2 9 JLm2 24JLm2 19 JLm2 

3 14 JLm2 8 JLm2 23 JLm2 19 JLm2 
4 17 JLm2 II JLm2 23 JLm2 23 JLm2 

"All experiments were done with pipettes fabricated from CEE BEBIII capillaries with 2-2.5 Mil resistance filled with 150 
mM KCI. See Fig. 5 for determination of "sealed" and "free" area. It has been assumed that the membrane spanning the 
tip opening has an area of I jl.m'. 

A few additional observations were made in these experiments. (I) When suction is 
applied in the cell-attached configuration to destroy the membrane patch in the pipette for 
whole-cell recording, initially the omega shape in the pipette tip increases in size. The 
membrane then forms a vesicle, which is sucked into the pipette shank. At this stage, the 
access resistance of the pipette dropped by orders of magnitude, indicating a low-resistance 
access to the cell's interior. (2) Once a vesicle has formed in the tip, it could be easily 
expelled into the bath solution through the pipette tip by application of a slight pressure to 
the pipette interior. (3) When omega-shaped patches were pulled into the tip opening without 
formation of a gigohm seal, they always spontaneously formed vesicles. 

3.2. Patch Area as Measured by Patch Capacitance 

The area of patches in the pipette tip can be estimated from patch capacitance if the 
specific capacitance of the membrane is known. Biological membranes quite generally have 
specific capacitance values close to 1 jLF/cm2• This value was confirmed by Fenwick et al. 
(1982) for bovine chromaifin cells, and it was adopted for the measurements described below. 

3.2.1. Measurement of Patch Capacitance 

The capacitance of the pipette-patch assembly can be measured quite accurately by 
various techniques (see, for instance, Neher and Marty, 1982). The main problem is to 
determine which part of the measured capacitance is that of the patch and which is caused 
by the pipette. We accomplished this distinction by observing capacitance changes during 
manipulations with the pipette, as illustrated schematically in Fig. 6. These included patch 
formation (cell attached), withdrawal of the pipette, and pressing of the pipette against a 
nearby Sylgard® microsphere. Withdrawal was either done after rupture of the patch mem
brane (which resulted in an outside-out patch) or with an intact patch, which resulted in a 
vesicle. In the latter case, an inside-out patch could be formed by briefly (== 1 sec) touching 
the Sylgard® microsphere. Pressing the pipette against Sylgard® completely closed off the 
tip (R,ea] > 100 GO). The capacitance reading at this stage was taken as the baseline. The 
capacitance of the different patch configurations are given with respect to this baseline. 

Several tests were performed to show that this procedure yields valid estimates of patch 
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Figure 6. Schematic diagram of 
the manipulations perfonned with 
the pipette for detennination of 
membrane patch capacitance. 

capacitance or else that the capacitance of the Sylgard®-sealed tip actually represents that 
part of the capacitance of a pipette-patch assembly that has to be considered background in 
a measurement on an intact patch. Two possible sources of error were considered. (1) The 
depth of immersion of the pipette may change during withdrawal of the pipette from the 
cell or during any other manipulation. Changes in the depth of immersion would certainly 
change pipette capacitance, and this would be indistinguishable from a change in patch 
capacitance. (2) Pressing the pipette onto Sylgard® may cover some of the tip region of the 
pipette and thereby change its capacitance. 

The tests were performed with pipettes the tips of which had been sealed completely 
by slightly more heat polishing than is usually done on patch pipettes. They were Sylgard®
coated, filled, and handled otherwise identically to normal patch pipettes. 

Figure 7 A shows a protocol of such a test. It is a pen writer record of the output of a 
lock-in amplifier set up in connection with a patch clamp for capacitance measurement as 
described by Neher and Marty (1982). The record starts with a 100 tF calibration signal 
produced by manually changing the capacitance neutralization setting on the patch clamp. 
At that point, the pipette was already immersed in solution. The pipette was then advanced 
two times by 100-JJ.m steps (arrows), each of which resulted in a capacitance increase of 
approximately 20 tF. Then the pipette was withdrawn by 100 JJ.m (simulating vesicle forma
tion), and it is seen that the capacitance changes only very little (circle). 

This experiment was done repeatedly with the same result. It can be explained by the 
observation that on first immersion, the meniscus in the air-water-Sylgard® contact zone 
advances steadily. However, it comes to a standstill on withdrawal in a hysteresis-like fashion. 
It reverses only after 200 to 300 JJ.m of withdrawal. In the experiment shown in Fig. 7 A. 
the pipette was then moved sideways by 200 JJ.m (triangle) and subsequently advanced by 
50 JJ.m (arrow) without changes in the capacitance reading. At that point, it touched the 
Sylgard® microsphere. Then, the pipette was advanced in 5-JJ.m steps (small arrows). These 
movements produced only very little increase in capacitance. In some experiments, a decrease 
in capacitance of 10-20 tF was observed at that point. This occurred only when the pipette 
tip cut deeply (> 10 JJ.m) into the Sylgard® sphere. 
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Figure 7. Recording of capacitance. Both records are tracings of the output signal of a lock-in amplifier 
operated at 3.2 kHz, 18 mV rms. Part A is a measurement on a pipette with a permanently sealed tip. The 
changes in capacitance reading mainly reflect changes in immersion depth during various manipulations 
performed with the pipette as explained in the text. The deflection at the beginning of the record is a 100-
fF calibration mark. Large arrows, lOO-lLm advancements or advancement towards SylgardlB microsphere; 
circle, l00-lLm withdrawal; triangle, sideways movement; small arrows, 5-lLm forward movement pushing 
into SylgardlB (see text). Part B is a measurement with a saline-filled pipette of 1.8 Mfi resistance. The 
record starts in the cell-attached configuration. First, a negative-going (capacitance decrease) calibration 
signal of 100 fF was applied. Then the pipette was withdrawn by 56 ILm, which resulted in vesicle formation 
and a concomitant capacitance decrease of approximately I ()() fF. Subsequently, the pipette was moved toward 
the SylgardlB surface. When the SylgardlB surface occluded the tip, the capacitance reading decreased by a 
further 10-20 fF. The level obtained can be considered the "baseline" of the capacitance measurement (see 
text). Further on, the pipette was withdrawn, which resulted in an increase of capacitance reading almost 
back to the level of the cell-attached patch. In other experiments, it was established (e.g., by observing Na+ 
channels) that at this stage an intact inside-out patch was present. The patch broke after I min. This resulted 
in a large (offscale) deflection. Subsequent movement of the patch toward the Sylgard® reestablished the 
baseline. It is not clear why there is a small difference in baseline between readings before and after the 
inside-out configuration. This difference was not consistently found and could be a slow continuous change 
in the geometry of the meniscus surrounding the pipette. A similar slow drift of opposite polarity can be 
seen in part A. At the end of the experiment, the pipette was advanced in several 5-lLm steps (small arrows). 
Only the last step, which caused the pipette to cut visibly into the Sylgard®, led to a noticeable capacitance 
decrease. Symbols same as in part A. 
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From these and similar experiments it can be concluded that the experimental protocol 
does allow establishment of a stable baseline for measurement of patch capacitances provided 
four criteria are met: (1) the pipette must be heavily Sylgard® coated; (2) the movements of 
the pipette should be limited to approximately 100 IJ.m in the longitudinal direction; (3) the 
pipette should not be pushed into Sylgard® by more than 10 IJ.m; (4) the point of deepest 
immersion should be reached at the beginning of the measurement, i.e., in the cell-attached 
configuration, in order to exploit the hysteresis properties of the meniscus. 

In some experiments, small spontaneous changes in capacitance, presumably because 
of spontaneous changes in the meniscus, did occur. However, these were usually smaller 
than 10 to 20 fF. This quantity should therefore be considered as the limit of resolution for 
the measurements. 

3.2.2. Range of Capacitance Values 

Capacitance measurements either were taken as described above (see also Fig. 7B) or 
else were read directly from the calibrated dial setting of the capacitance compensation 
network built into the patch-clamp amplifier (see Chapter 4, this volume). Bovine chromaffin 
cells as well as neuroblastoma cells were used for the measurements. 

Capacitance values of patches ranged from < 10 fF to 250 fF, corresponding to patch 
areas < 1 IJ.m2 to 25 IJ.m2. There was no obvious difference between the different patch 
configurations or between different preparations. However, a definite correlation between 
patch size and pipette resistance could be observed (Fig. 8). Much of the scatter in Fig. 8 
is probably caused by differences in the strength and duration of the suction that was applied 
before gigaseal formation. 

Some additional observations made during these experiments were the following. (1) 
Very often, but not always, the capacitance in the cell-attached configuration was exactly 
the same as that of the inside-out patch. This is consistent with the view that it is basically 
the same patch of membrane that is being measured on in both cases. (2) When a pipette 
with an outside-out patch touched the Sylgard®, the patch usually broke. In some cases, 
however, it survived, although at much decreased capacitance. Also, a sudden decrease in 
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measurement plotted versus pipette conductance 
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a baseline as defined in the text and in Fig. 7 . • , 
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capacitance could sometimes be observed as it approached the Sylgard® surface, before the 
pipette visually touched the Sylgard®. The existence of intact outside-out patches in these 
situations could be confirmed by observing single Na+ -channel currents with normal proper
ties. (3) Sometimes patches changed size spontaneously. These changes were higher than 
the spontaneous changes in background value mentioned above. (4) Vesicles always had 
lower capacitance values than the patches before or after vesicle formation. This is consistent 
with the view that the vesicle represents two membranes in series. (5) In a few cases in 
which the pipette had been withdrawn by one to two cell diameters, an outside-out patch 
formed by visual and electrical criteria. Still, sideways movement of the pipette resulted in 
a large change in patch size. It seemed that the patch had still been connected to the cell by 
submicroscopic cytoplasmic bridges (see also Fig. 5A). (6) In one case, a cell-attached patch 
was so large that its dimensions could be judged visually by means of an eyepiece micrometer. 
Comparison of electrically measured patch size with the optical determination suggested that 
only the hemispherical top of the omega-like patch contributed to the electrical measurement. 

4. Conclusions 

From the observations reported above, the following conclusions can be drawn.For 
pipettes fabricated from soft and hard glass and using glass capillaries with :s0.3-mm wall 
thickness, the size of the tip opening area can be varied easily between 1 IJ.m2 and 5-8 IJ.m2 
by varying the heat setting of the final pull. In this range, the pipette conductance is mostly 
governed by the conductance of the cone-shaped tip. When pipettes are filled with 150 mM 
KCl, the pipette resistance varies between 1 Mil and 5 Mil in an approximately linear 
fashion with the tip opening area. The thickness of the tip rim and the glass wall is about 
0.2 IJ.m. 

Pipettes fabricated from thick-walled borosilicate glass capillaries (wall thickness 0.5 
mm) have excellent sealing properties when this tip opening area is <2 IJ.m2. When filled 
with 150 mM KCI, these pipettes have resistances of 8-11 Mn. The main advantage of 
thick-walled hard glass pipettes is the fact that the Sylgard® coat must not extend very close 
to the tip opening (i.e., less than 200 IJ.m). On most cell types the pipette-membrane seal 
is more stable with thick-walled pipettes than with thin-walled ones. 

Visual observation of the pipette tip during formation of gigohm seals when suction is 
applied to the pipette interior shows that the cell surface membrane is deformed. An omega
shaped membrane patch is pulled about 2-3 IJ.m into the tip opening. During spontaneous 
seal formation, this deformation is not visible. When the patch is mechanically isolated by 
retracting the pipette tip from the cell surface, the omega shape of the patch does not change 
measurably. On further suction, a round vesicle forms. The area of the membrane patch can 
be determined in both configurations. The average area of membrane patches isolated with 
"typical" pipettes of 2-3 Mil resistance is 5-20 IJ.m2. 

A method for determining the membrane capacitance of sealed membrane patches is 
described. Assuming a specific membrane capacitance of 1 IJ.F/cm2, the capacitance value 
can be interpreted in terms of membrane area. Such capacitance measurements show that 
an approximately linear relationship exists between the area of the membrane patch and the 
pipette conductance. The membrane area contributing to the patch capacitance varies between 
2 IJ.m2 and 25 IJ.m2. The area of the membrane patch is always larger than the tip opening 
area. This is consistent with the visual observation of membrane patches pulled 2-3 IJ.m into 
the pipette tip. 
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A comparison of the patch area determined from measurements of vesicle size in the 
light microscope and the patch area determined from capacitance measurements suggests 
that about 30% of the membrane patch in the tip is "free" and contributes to the capacitance, 
whereas about 70% is sealed to the glass wall. It suggests that the high-resistance membrane
glass contact extends over a relatively long distance (1-2 ~m) from the tip opening. 
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Chapter 22 

Conformational Transitions of Ionic Channels 

P. L~.uGER 

1. Introduction 

Ion transport through a channel may be described as a series of thennally activated processes 
in which the ion moves from a binding site over an energy barrier to an adjacent site. The 
"binding sites" are the minima in the potential-energy profile that result from interactions 
of the ion with ligand groups of the channel. In the traditional treatment of ionic channels, 
the energy levels of wells and barriers are considered to be fixed, i.e., independent of time 
and not influenced by the movement of the ion. This description, which corresponds to an 
essentially static picture of protein structure, represents a useful approximation in certain 
cases. Recent findings on the dynamics of proteins, however, suggest a more general concept 
of barrier structure. 

A protein molecule in thennal equilibrium may assume a large number of confonnational 
states and may rapidly move from one state to another (Frauenfelder et al., 1979; Karplus, 
1982). Evidence for fluctuations of protein structure comes from X-ray diffraction and 
Mossbauer studies (Huber et al., 1976; Parak et al., 1981), optical experiments (Lakowicz 
and Weber, 1980), and the kinetic analysis of ligand rebinding to myoglobin after photodissoci
ation (Austin et al., 1975). These and other studies have shown that internal motions in 
proteins occur in the time range from picoseconds to seconds. 

Long-lived conformational substates of ionic channels may be directly observed in 
single-channel records (Hamill and Sakmann, 1981). The detection of fast transitions between 
substates is limited, however, by the finite bandwidth of the measurement. Apart from 
instrumental limitations, an inherent restriction is imposed by Nyquist's theorem, which sets 
a lower limit of T == kTA1(Vll.A)2 for the lifetime of a substate that can be detected from a 
single-channel record (A is the conductance of the channel, ll.A the conductance increment 
of the substate, and V the driving force of ion flow expressed as a voltage). With A = 10 
pS, ll.A = 1 pS, and V = 100 mY, the theoretical limit of detection would be T == 4 JLsec. 
In practice, however, the resolution is still lower. This means that the observed single-channel 
current is likely to represent an average over many unresolved conductance states. As is 
discussed below, the existence of such "hidden" substates may strongly influence the observ
able properties of (average) single-channel conductance such as dependence on ion concentra
tion and voltage. 

Of particular interest is the possibility that transitions between conformational states of 
the channel protein may be coupled to the translocation of the ion within the channel 
(Frehland, 1979). In this case, the penneability of the channel depends explicitly on the rate 
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constants of conformational transitions. An extreme situation arises when a channel can 
assume two conformations, one with the binding site accessible only from the left and the 
other with the binding site accessible only from the right. In this case, where ion translocation 
through the channel is limited by the rate of interconversions of the two states, the channel 
exhibits a carrier-like behavior. Another interesting consequence of coupling between ion 
translocation and conformational transitions is the following. If ions are driven through the 
channel by an external force (a difference of electrochemical potential), a nonequilibrium 
distribution of conformational states is created. As discussed below, this may result in an 
apparent violation of microscopic reversibility, i.e., in a situation in which the frequency of 
transitions from state A to B is no longer equal to the transition frequency from B to A. 

2. Two-State Channel with a Single Binding Site 

We consider a channel that (in the conducting state) fluctuates between two conforma
tions A and B. We assume that the rate of ion flow through the channel is limited by two 
(main) barriers on either side of a single (main) binding site (Fig. 1). In series with the rate
limiting barriers, smaller barriers may be present along the pathway of the ion. This model 
corresponds to a channel consisting of a wide, water-fIlled pore and a narrow part, acting 
as a selectivity fIlter, in which the ion interacts with ligand groups (Hille, 1971). Since the 
binding site may be empty or occupied, the channel may exist in four substates (Fig. 2): AO, 
conformation A, empty; A*, conformation A, occupied; BO, conformation B, empty; B*, 
conformation B, occupied. The rate constants for transitions between A and B depend, in 
general, on whether the binding site is empty or occupied (i.e., 14B =1= k~B and ~A =1= kll'A). 
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Figure 1. Energy profile of a channel with two 
conformational states: v' and v· are the frequen
cies of jumps from the solutions into the empty 
site; IL' and IL" are the jumping frequencies from 
the occupied site into the solutions; e', e" and 
ljI' ,ljI" are the ion concentrations and the electrical 
potentials in the left and right aqueous solutions. 

Figure 2. Transitions among four substates of a channel with one 
binding site (AD, conformation A, empty; A*, conformation A, occu-
pied; BO, conformation B, empty; B*, conformation B, occupied). 
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The coulombic field around the ion tends to polarize the neighborhood by reorienting dipolar 
groups of the protein. In this way, the probability of a given transition may be strongly 
affected by the presence of the ion in the binding site. 

Transitions between empty and occupied states occur by exchange of an ion between 
the binding site and the left or right aqueous phase (Fig. 1): 

VA = v~ + v~ = c'P~ + c"P~ 
VB = VB + v~ = c'PB + c"P~ 

(1) 

(2) 

(3) 

In equations 1 and 2, it is assumed that ions in the energy wells outside the rate-limiting 
barriers are always in equilibrium with the corresponding aqueous phase. The jumping 
frequencies v~, ~, VB, v~ into the empty side are then proportional to the aqueous ion 
concentrations c' and c", whereas the rate constants J.L~, J.L~, J.LB, and J.L~ for leaving the site 
are independent of c' and c". 

The principle of microscopic reversibility requires that the rate constants obey the 
following relationship (Uiuger et al., 1980): 

(4) 

In this, z is the valence of the ion; u is the voltage across the channel, and Uo the equilibrium 
voltage of the ion, both expressed in units of kTleo (k. Boltzmann's constant; T, absolute 
temperature; eO. elementary charge): 

tjI' - tjI" 
u= 

kTleo 

ZUo = In(c''!c') 

(5) 

(6) 

(compare Fig. 1). Introducing the equilibrium constants kD and k* between the conforma
tional states, 

(7) 

The stationary ion flux <I> through the channel from solution 1 to solution 2 is obtained as 
(Lauger et al .• 1980): 

<I> = (1/u)[1 - exp(zUo - zu)][v~J.L~(1 + vBI kiA + J.L81 krA) 

+ VsJ.Ls(KOK* + K*vAlkiA + K°J.LAlkrA) + K*v~J.LB + KOvBJ.L~] (8) 

u == (1 + KD)(J.LA + K*J.L8 + J.LAJ.L8 /krA) + (1 + K*)(VA +K°Vs + VAV8/~A) 

+ VAJ.L8(K*lkiA + lIkrA) + V8J.LA(KOlkrA + 1/~A) (9) 

It is seen from equations 8 and 9 that the ion flux <I> explicitly depends on the rate constants 
kDAB' kr8, kiA, and krA' This is an expression of the phenomenon of coupling between ion 
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translocation and conformational transitions. Similarly. it is found that the equation for the 
probability of a given conformation state not only contains the equilibrium constants KO. 
K*. VA I/oLA. and VB I /oLB but depends explicitly on the translocation rate constants /oL~. /oL~. 

/oLa. and /oL~. 
An essential condition for the occurrence of coupling is the assumption that transitions 

between the two conformations can take place both in the empty and in the occupied state 
of the binding site. If transitions can start only from one of the states (~B ... ~A ,.,. 0 or 
k~B ... kll'A .." 0), then the dependence of ell on the rate constants of conformational transitions 
is lost. 

2.1. Concentration Dependence of Conductance 

The ohmic conductance A of the channel under the condition c' = e" = e is obtained 
from equations 8 and 9 in the form: 

A(e) = z2eij. e(a + J3e) 
kT "/ + 8e + EC2 

(10) 

The parameters a. 13. "/. 8, and E ~ concentration-independent combinations of the rate con
stants: 

a == P~/oL~(1 + /oLB/kll'J + Pa/oLaKO(K* + /oLA/kIl'A) + P~/oLaK* + PB/oL~Ko (11) 

13 == (PBP~/oL~ + PAPB/oL~K*)I~A (12) 

"/ == (1 + KO)(/oLA + /oLBK* + /oLA/oLBI kIl'A) (13) 

8 == PA/oLB(1lkIl'A + K*/~J + PB/oLA(lI~A + KDfl4A) + (1 + K*)(PA + PBKO) (14) 

E == PAPB(1 + K*)/~A (15) 

PB=Pa+P~ (16) 

It is seen from equation 10 that A(e) is a nonlinear function of ion-concentration
containing terms that are quadratic in c. This behavior may be compared with the properties 
of a one-site channel with fixed barrier structure, which always exhibits a simple saturation 
characteristic of the form 

(17) 

It can easily be shown that for certain combinations of rate constants, A(e) goes through 
a maximum with increasing ion concentration. Such a nonlinear concentration dependence 
of conductance is usually taken as evidence for ion-ion interaction in the channel or for the 
existence of regulatory binding sites. In the channel model discussed here, the nonlinearity of 
A(e) is a direct consequence of the coupling between ion flow and conformational transitions. 

For further discussion of equation 10, it is useful to consider two limiting cases in which 
conformational transitions are either much slower or much faster than ion translocation. 
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Under this condition, the mean lifetime of a given state is much longer than the average 
time an ion spends in the energy well, which may be as short as 10-11 sec. Since many ions 
pass through the channel during the lifetime of the individual state, a well-defined conductance 
can be assigned to each state. On the other hand, the frequency of transitions between states 
A and B may still be much too high to be resolved in a single-channel record. The observed 
current is then averaged over the two rapidly interconverting conductance states (Fig. 3). 
Under the conditions given above, equation 10 reduces to 

(18) 

where AA and A8 are the conductances of the channel in states A and B, respectively, which 
have the form of equation 17; PA is the probability of finding the channel in state A (AO or 
A *), which, in the vicinity of equilibrium, is given by (with KA == PA/ .... A; K8 == Ps/ .... 8; 
K* KA = KOK8): 

(19) 

According to equation 18, A is equal to the weighted average of the conductances in 
states A and B. Since not only AA and A8 but also PA contains the ion concentration c, the 
concentration dependence of A is different from the simple saturation characteristic given 
by equation 17. 

IT the frequency of conformational transitions is so low that discrete conductance states 
can be observed in a single-channel current record, the mean lifetimes T A and T8 of the two 
conductance states can be determined. IT ifl = ifllpA is the conditional probability that the 
channel is in state AO (given that it is in state AO or A*), the transition frequency IITA is 
equal to ifl148 + (1 - PUk~8. This yields, in the limit of slow conformational transitions, 

(20) 

Thus, the mean lifetimes depend on ion concentration (through VA and V8). Only when the 
transition frequencies are unaffected by the presence of the ion in the binding site <148 = 
kl's ~A = krA) are the lifetimes given by the usual concentration-independent relationships 

TA = 11148 and T8 = lI~BA. 

Figure 3. If the mean lifetimes of conformations A and B are 
much longer than the average dwelling time of an ion in the 
binding site, the channel fluctuates between discrete conduc
tance states. The frequency of transitions between A and B, 
however, may be much higher than the bandwidth of the mea
surement; in this case, only an average current is observed. 

'Observed 
current 

time 



656 P. Liiuger 

When interconversion of states A and B is much faster than ion transfer between binding 
site and water, coupling between ion translocation and conformational transitions is lost, 
since states A and B are always in equilibrium with each other, even for nonzero ion flow 
through the channel. This equilibrium may be described by introducing the probability ~ 
that an empty channel is in state A and the probability pt that an occupied channel is in 
state A: 

-::0 _ 1 
PA - 1 + KO (21) 

Under the condition of fast conformational transitions, equation 10 reduces to the simple 
form of equation 17 when the following substitutions are introduced: 

P = jj1PA + (1 - jj1)PB (22) 

(23) 

(24) 

This means that in the limit of fast interconversion of states, the equation for A becomes 
formally identical to the corresponding equation derived for a channel with fixed barrier 
structure, provided that the rate constants are replaced by weighted averages of the rate 
constants in the two states. This result [which can be generalized to multisite channels with 
more than two conformational states (Lauger et ai., 1980)] has to be expected, since under 
the above conditions the lifetime of a given conformation is much shorter than the time an 
ion spends in the binding site, and therefore, the ion "sees" an average barrier structure. 
Despite the formal identity of the conductance equation with equation 17, the interpretation 
of the transport process in a channel with variable barrier structure is different, because an 
ion will preferably jump over the barrier when the barrier is low; this means that the jump 
rate largely depends on the frequency with which conformational states with low barrier 
heights are assumed. 

2.2. Carrier-like Behavior of Channels 

A special situation (with strong coupling) occurs when in state A the barrier to the right 
is very high (binding site mainly accessible from the left) and in state B the barrier to the 
left is very high (binding site mainly accessible from the right). In this case, neither state is 
ion conducting, but ions may pass through the channel by a cyclic process in which binding 
of an ion in state A from the left is followed by a transition from A to B and release of the 
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ion to the right (Fig. 4). In other words, the channel approaches the kinetic behavior of a 
carrier. (A carrier is defined as a transport system with a binding site that is exposed alternately 
to the left and to the right external phase.) Indeed, in the limit J.L~ "'" 0, P~ "'" 0, J.L; "'" 0, 
Pa "'" 0, equation 1 0 reduces to the expression for the conductance of a carrier with a single 
binding site (Uiuger, 1980). This means that channel and carrier mechanisms are not mutually 
exclusive possibilities; rather, a carrier may be considered as a limiting case of a channel 
with mUltiple conformational states. 

2.3. Single-Channel Currents with Rectifying Behavior 

An example of an ionic transport system that exhibits a strongly asymmetric current
voltage characteristic in symmetrical electrolyte solutions is the so-called inwardly rectifying 
potassium channel, which has been found in a number of biological membranes (for a review, 
see Thompson and Aldrich, 1980). It has recently been demonstrated that the open-channel 
current itself shows a rectifying characteristic. A possible explanation of this finding is the 
assumption that the channel fluctuates between different conductance states with voltage
dependent transition frequencies that are too high to be resolved in a single-channel record. 

In order to illustrate the possibility that hidden conformational states give rise to rectify
ing single-channel currents, we assume that in the channel model described above, the ion 
translocation rates in conformation B vanish (VB = J.LB = 0), so that this state becomes 
nonconducting. Furthermore, the mean lifetime of state A is assumed to be much longer 
than the mean dwell time of an ion in the binding site. The average single-channel current 
f is then given by 

where PA is the probability of finding the channel in conformation A: 

_ J.LA + VA 
PA - !J.A(1 + KIl) + VA(1 + K*) 

and fA is the current through the channel in state A. 

Figure 4. Carrier-like behavior of an ion channel 
results from transitions between state A with a high 
barrier to the right and state B with a high barrier to 
the left. During the cycle AO ~ A* ~ B* ~ BO ~ 
N, an ion is translocated from left to right. 
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(27) 

In order to simplify the analysis further, we assume that the equilibrium constants KO 
and K* for the conformational states are identical (KO = K* == K) so that PA = 1/(1 + K). 
The voltage dependence of the transitions between conformations A and B may be formally 
described by introducing a gating charge of magnitude a' eo, so that 

PA = 1 + R ·exp(au) 
(28) 

where R is the value of K for u = o. Thus, for negative voltages u, the probability PA 
approaches unity but vanishes for increasing positive values of u. This means that the single
channel current I (equation 25) exhibits a strongly rectifying behavior for sufficiently large 
values of a. 

3. Nonequilibrium Distribution of Long-Lived Channel States 

In this section we consider a channel with a single binding site (Fig. 1) and three 
conformational states A, B, and C. The lifetimes of the states are assumed to be sufficiently 
long that transitions may be directly observed in current records (Fig. 5). In this case, again, 
many ions enter and leave the binding site during the lifetime of a given conductance state. 
A macroscopically observable transition, say from A to B, can result, at the microscopic 
level, from a transition AO ~ BO (binding site empty) or from a transition A* ~ B* (binding 
site occupied). The distinction between these two elementary processes is meaningful as 
long as the actual duration of a conformational transition is shorter than the mean lifetimes 
of the empty and occupied states of the binding site. Accordingly, the microscopic description 
of the transition frequencies may be based on the scheme shown in Fig. 6. 

Transition frequencies/xv from state X to state Y (X,Y = A,B,C) may be obtained from 
single-channel current records such as those shown in Fig. 5 (Hamill and Sakmann, 1981). 
For a cyclic interconversion of three states: 

the principle of microscopic reversibility requires that under eqUilibrium conditions the 
transition frequencies in both directions be the same ifxy = !vx). If, however, transitions 

t current 

A----------

fBAt ~ fAB 

time_ 

Figure S. Single-channel record showing transitions among three 
different conformational states of the channel: fAB and fBA are the 
observed frequencies of transitions A -+ Band B -+ A. respectively. 
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Figure 6. Transitions among three 
conformational states A, B, and C, 
of a channel. AD, BO, CO: binding 
site empty; A*, B*, C*: binding 
site occupied. 
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between conformational states are coupled to ion translocation, one may expect that the 
symmetry relationship fxy = Ax no longer holds when ions are driven through the channel 
by an external force. Deviations from the symmetry relationship have been observed in 
studies of acetylcholine-activated channels (Hamill and Sakmann, 1981). 

The expectation thatfxy andfyx may become unequal in the presence of a driving force 
for ion flow is borne out by an analysis of the reaction scheme of Fig. 6. In order to simplify 
the formal treatment, we assume that in states A and C the binding site is always in eqUilibrium 
with the left-hand solution (solution') and in state B with the right-hand solution (solution''). 
This means that even for nonzero ion flow, the ratio of the probabilities of occupied and 
empty states is given by the corresponding equilibrium constant: 

(29) 

(30) 

p~/p~ = vc/iLC == Qc (31) 

Microscopic reversibility requires that the following relationships hold: 

VxfJ.x vxfJ.Y14xk~y 
- = = exp[z(u - u )] 
"" "",.0 k* 0 VxfJ.x VyfJ.xltj(y yx 

(32) 

(33) 

The total transition frequency fxy of a single channel results from transitions XO ~ yo and 
X* ~ Y*. Thus, 

(34) 
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The asymmetry in the transition frequencies may be expressed by the quantity PXy: 

_fxy - Ax 
Pxy = 

fxy + fyx 

P. Uiuger 

(35) 

Pxy is obtained by calculating the probabilities Iii< and p~ in the stationary state. The result 
reads: 

EAB == 2kABkBA(keA + keB) + kABkBCkcA + kBAkACkcB 

EAC == 2kACkCA(kBA + kBe) + kABkBCkcA + kBAkACkcB 

kxy == kYcy + Qxk~y 

(36) 

(37) 

(38) 

(39) 

(40) 

An analogous expression for PcB = - PBC is obtained from equation 36 by interchanging 
the subscripts A and C. The result contained in equations 36-40 may be summarized in the 
following way. The transition frequencies are asymmetric (Pxy = 0) as long as a driving 
force for ion flow is present. On the other hand. the asymmetry disappears (PXy = 0) at 
equilibrium, where exp(zu - ZUo) becomes equal to unity. This has to be expected, since the 
asymmetry of transition frequencies is a manifestation of a nonequilibrium distribution of 
conformational states created by ion flow through the channel. 

It may also be shown using equations 32 and 33 that PAB and PAC vanish when the 
transition rate constants for empty and occupied binding sites are the same (kYcy - kxy). In 
general, however, kflxy and kYcy are different since the presence of a charge in the binding site 
changes the electrostatic interaction of the channel with the external field. 

Another limiting case in which the transition frequencies become symmetrical is given 
by the condition that conformational transitions can occur only in the empty state of the 
channel (k~y = ktx = 0) (Marchais and Marty, 1979). 

4. Current Noise in Open Channels 

Acetylcholine-activated channels have been shown to exhibit random current fluctuations 
in the open-channel state 19, this volume. A common source of current noise in open channels 
is given by the statistical nature of ion translocation over barriers (Stevens, 1972; Uiuger, 
1978; Frehland, 1980). It is clear, however, that this "transport noise," which is frequency 
independent up to very high frequencies, represents only a minor noise component in the 
acetylcholine-receptor channel. Evidence for a second noise source comes from the large 
amplitude and the dispersion in the millisecond range of the current fluctuations. A likely 
explanation for the predominant component of the observed noise is the assumption that 
conductance fluctuations are induced by thermal fluctuations of channel structure (C. F. 
Stevens, personal communication). Indeed, a protein channel that can assume many conforma
tional states will exhibit conductance fluctuations with a frequency spectrum that is determined 
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by the relaxation times of the protein molecule. The spectral intensity SI (f) of current noise 
may be expected to be of the form if is the frequency): 

(41) 

The time constants TI and the amplitudes Ai are functions of the transition rate constants. 
Even for the two-state channel with a single binding site discussed above. the expressions 
for the Ti and Ai are rather complex (Frehland. 1979). In fact. SI (f) contains as limiting cases 
the frequency spectra of ion carriers and of channels with simple open-closed kinetics. which 
are entirely different in shape (Neher and Stevens. 1977; Kolb and Lauger. 1978). 

For a two-state channel with simple open-closed behavior (k~B = k'tB = 1 ITA. ~A = 
k:A = 1ITB). the spectral intensity is given by 

(42) 

TATB 
T = ---

TA + TB 
(43) 

where fA and fB are the single-channel currents in states A and B, and TA and TB are the mean 
lifetimes. If the experimentally accessible frequencies fare much smaller than 1/T, only white 
noise of intensity SAO) can be observed. According to equation 42. SAO) vanishes when the 
transitions become very fast (TA. TB ~ 0). 

When a channel carries out random transitions among many conformational substates, 
and when the single transitions cause only minor conductance changes, then a pseudocontinu
ous behavior results ("channel breathing"). The analysis of such open-channel current noise 
may be expected to yield important information on the dynamics of channel proteins. 

5. Conclusion 

Recent studies on the dynamics of proteins suggest that ionic channels can assume a 
large number of conformational states. Although many of these substates will have lifetimes 
too short to be detected in single-channel current records, they nevertheless may influence 
the observable properties of the channel such as concentration or voltage dependence of 
conductance. Of particular interest is the possibility that conformational transitions of the 
channel protein are coupled to ion translocation between binding sites. Such coupling occurs 
when conformational transitions can take place both in the empty and in the occupied state 
of a binding site. Coupling between conformational transitions and ion translocation may 
lead to a nonmonotonic concentration dependence of conductance and may result in carrier
like behavior of the channel in which the rate of ion flow is limited by the rate of conforma
tional transitions. Furthermore, ion flow through the channel driven by an external force 
may create a nonequilibrium distribution of conformational states, resulting in observable 
asymmetries in the transition frequencies among the states. 
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Appendix 
Improved Patch-Clamp Techniques for High-Resolution Current Recording 
from Cells and Cell-Free Membrane Patches 

O. P. Hamill, A. Marty, E. Neher, B. Sakmann, and F. J. Sigworth 

Max-Planck-Institut fUr biophysikalische Chemic, Postfach 968, Am Fassberg. 0-3400 Gottingen, Federal Republic of Germany 

Abstract. 1. The extracellular patch clamp method, which first 
allowed the detection of single channel currents in biological 
membranes, has been further refined to enable higher current 
resolution, direct membrane patch potential control, and 
physical isolation of membrane patches. 

2. A description of a convenient method for the fabri
cation of patch recording pipettes is given together with 
procedures followed to achieve giga-seals i.e. pipette
membrane seals with resistances of 10' _10" O. 

3. The basic patch clamp recording circuit, and designs 
for improved frequency response are descrihed along with the 
present limitations in recording the currents from single 
channels. 

4. Procedures for preparation and recording from three 
representative cell types are given. Some properties of single 
acetylcholine-activated channels in muscle membrane are 
described to illustrate the improved current and time re
solution achieved with giga-seals. 

5. A description is given of the various ways that patches 
of membrane can be physically isolated from cells. This 
isolation enables the recording of single channel currents with 
well-defined solutions on both sides of the membrane. Two 
types of isolated cell-free patch configurations can be formed: 
an inside-out patch with its cytoplasmic membrane face 
exposed to the bath solution, and an outside-out patch with 
its extracellular membrane face exposed to the bath solution. 

6. The application of the method for the recording of 
ionic currents and internal dialysis of small cells is considered. 
Single channel resolution can be achieved when recording 
from whole cells, if the cell diameter is small ( < 20 flm). 

7. The wide range of cell types amenable to giga-seal 
formation is discussed. 

Key words: Voltage-clamp - Membrane currents - Single 
channel recording - Ionic channels 

Introduction 

The extracellular patch clamp technique has allowed, for the 
first time, the currents in single ionic channels to be observed 
(Neher and Sakmann 1976). In this technique a small heat
polished glass pipette is pressed against the cell membrane, 
forming an electrical seal with a resistance of the order of 
50 MO (Neher et aL 1978). The high resistance of this seal 
ensures that most of the currents originating in a small patch 

Send of/print reque913 to B. Sakmann at the above address 

of membrane flow into the pipette, and from there into 
current-measurement circuitry. The resistance of the seal is 
important also because it determines the level of background 
noise in the recordings. 

Recently it was observed that tight pipette-membrane 
seals, with resistances of 10-100 GU, can be obtained when 
precautions are taken to keep the pipette surface clean, and 
when suction is applied to the pipette interior (Neher 1981). 
We will call these seals "giga-seals" to distinguish them from 
the conventional, megaohm seals. The high resistance of a 
"giga-seal" reduces the background noise of the recording by 
an order of magnitude, and allows a patch of membrane to be 
voltage-clamped without the use of microelectrodes 
(Sigworth and Neher 1980). 

Giga-seals are also mechanically stable. Following with
drawal from the cell membrane a membrane vesicle forms 
occluding the pipette tip (Hamill and Sakmann 1981; Neher 
1981). The vesicle can be partly disrupted without destroying 
the giga-seal, leaving a cell-free membrane patch that spans 
the opening of the pipette tip. This allows single channel 
current recordings from isolated membrane patches in de
fined media, as well as solution changes during the measure
ments (Horn and Patlak 1980; Hamill and Sakmann 1981). 
Alternatively, after giga-seal formation, the membrane patch 
can be disrupted keeping the pipette cell-attached. This 
provides a' direct low resistance access to the cell interior 
which allows potential recording and voltage clamping of 
small cells. 

These improvements of the patch clamp technique make it 
applicable to a wide variety of electrophysiological problems. 
We have obtained giga-seills on nearly every cell type we have 
tried. It should be noted, however, that enzymatic treatment 
of the cell surface is required in many cases, either as part of 
the plating procedure for cultured cells, or as part of the 
preparation of single cells from adult tissues. 

In this paper we describe the special equipment, the 
fabrication of pipettes, and the various cell-attached and cell
rree recording configurations we have used. To illustrate the 
capabilities of the techniques we show recordings of AChR
channel currents in frog muscle fibres and rat myoballs, as 
well as Na currents and ACh-induced currents in bovine 
chromaffin cells. 

Part I 

Techniques and Preparation 

Giga-seals are obtained most easily if particular types of 
pipettes are used and if certain measures of cleanliness are 
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taken. The improved resolution requires a more careful 
design of the electronic apparatus for lowest possible back
ground noise. These experimental details will be described 
in this section. 

I. Pipette Fabrication and Mechanical Setup 

Pipelle Fabrication~ Patch pipettes are made in a three-stage 
process: pulling a pipette, coating of its shank with Sylgard, 
and the final heat polishing of the pipette tip. 

First step-pulling: Patch pipettes can be pulled from flint 
glass or borosilicate glass. Flint glass has a lower melting 
point, is easier to handle, and forms more stable seals than 
borosilicate glass, which however has better electrical proper
ties (see below). We routinely use commercially available flint 
capillaries made for hemocytometric purposes (Cee-Bee hemo
stat capillaries), or melting point determination capillaries. 
The borosilicate (Pyrex) glass is in the form of standard 
microelectrode capillaries (Jencons, HIS/I 0). The pipettes are 
pulled in two stages using a vertical microelectrode puller (Da
vid Kopf Instruments, Tujunga, CA, USA, Model 700C) and 
standard Nichrome heating coils supplied with it. In the first 
(pre-)pull the capillary is thinned over a length of 7 -10 mm 
to obtain a minimum diameter of 200 11m. The capillary is 
then recentered with respect to the heating coil and in the 
second pull the thinned part breaks, producing two pipettes. 
To obtain large numbers of pipettes of similar properties it is 
advisable to use a fixed pulling length and fixed settings for 
the two stages. For .. ample with Ceo-Bee capillaries and the 
David Kopf puller we use the following settings. The prepull 
i. made at 19 A with a pulling length of 8 mm. The thinned 
part of the capillary is then recentered by a shift of approx
imately 5.5 rom. The final pull is made at a 'critical heat 
setting around 12 A. Slight variations of the heat setting 
around this value produce tip openings between fractions of a 
11m and several 11m. We aim at openings between 1 and 211m. 
These pipettes, then, have steep tapers at the very tip (see for 
example Fig. 10C). The Pyrex capillaries require higher heat 
settings of 24 and 15 A for the two stages; the resulting 
pipettes have thicker walls at the tip, and often the tips hreak 
unevenly in pulling. 

Second step-coating: In order to reduce the pipette-bath 
capacitance and to form a hydrophobic surface, pipette 
shanks are coated with Sylgard to within about 50 J,lm from 
the tip. Already-mixed Sylgard can be stored for several 
weeks at - 20Q C. It is applied to the pipette using a small glass 
hook taking care that the very tip remains uncoated. We 
apply the Sylgard while the pipette is mounted in a microforge 
and cure it by bringing the heated filament close to the pipette 
for a few seconds. The Sylgard coating is not required for 
giga-seal formation; it only serves to improve background 
noise, 

Third step - heat polishing: Polishing of the glass wall at 
the pipette tip is done on a microforge shortly after Sylgard 
coating. We observe this step at 16 x 35 magnification using a 
compound microscope with a long-distance objective. The 
heat is supplied by a V-shaped platinum-iridium filament 
bearing a glass ball of '" 0.5 mm diameter. The filament is 
heated to a dull red glow and a stream of air is directed 
towards the glass ball, restricting the heat to its immediate 
vicinity. The tip of the pipette is brought to within 10 - 20 11m 
of the ball for a few seconds; darkening of the tip walls 
indicates polishing of the tip rim. If the pipettes are coated 
with Syigard, it is preferable to heat-polish them within an 
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Fig. I. Cross section through suction pipette holder. The holder serves 
two basic functions, firstly to provide electrical connection between the 
patch pipette solution and the pin of a BNC' connector, and secondly to 
allow suction or pressure to be applied to the pipette interior. The holder 
has a Teflon body TI with a central bore for tight fitting of a patch pipette 
P and a chlorided silver wire Ag which is soldered to the pin of a BNC 
connector. The BNC pin is held by Teflon piece T]_ The pipette is. 
tightened by a screw cap T1 . Outlet S connects to Silicone rubber tubing 
for application of suction or pressure to the inner compartment, which is 
made airtight by theO~rings 0 1 and 01' A 1 and A) are aluminium shields 
to the body; A2 is a sliding shield to the pipette. Td indicates screw 
threads. The unit (without pipette) is 55 mm long 

hour after coating; after this time, it is difficult to obtain a 
steep taper at the pipette tip. When pipettes have to be stored 
more than a few hours they should be cleaned before use by 
immersion in methanol while a positive pressure is applied to 
their interior. 

Sylgard-coated patch pipettes usually do not fill hy 
capillary forces when their tip is immersed into solution. They 
can he filled quickly by first sucking in a small amount of 
pipette solution and then back-filling. All the solutions used 
for filling should he filtered using effective pore sizes smaller 
than 0.5 11m. We use pipettes with resistance values in the 
range 2- 5 MO. These have opening diameters between 0.5 
and 111m. 

Mechanical Setup. The patch pipettes are mounted on a 
suction pipette holder shown schematically in Fig. 1. It 
consists of inner parts made of Dynal or Teflon TI • T" T,) and 
is shielded by metal caps (AI' A" A,). The outlet S is 
connected to silicone rubber tubing through which suction is 
applied, usually by mouth. It is critical that the O-rings, 0 I 

and 0, fit tightly. Otherwise the pipette tip can move slightly 
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Fig. ZA and U. Smgle ceil preparallons l.Is.ed lor demonstration of improved patch clamp techniques, (A) Enzyme treated frog (R. lemporaria) cutaneous 
pectoris musdc fibr~ . Th~ end-plate region of this fibr~ is ~'icwect h}' Normars):i optics. The tibre is supported by a glass hoo):, The fibre is stripped of its 
nnve term;n~1. Th~ pa1<:h pipette is ,een in contact wilh the s}naplic trough, Two int racellular glass microeleclrodes are used here to ~ol tage damp the 
fibre 1000ally. Alternativel)·. The mellsurement can be performed at the natura l resting potential without intracellular electrodes. (8) Primar} culture of rat 
my oball. The same myoball is viewed in bright lield optics on the left side and. u,ing fluorescence microscop)'. on the righT side after labelling with 
nuor~scent Rhodamille,collJugated :x·Bu TX . The nuurescen(;~ pattern ill ustrate, the "palch)'··/distnbut ion of AChR 's in this preparation. Calibration 
bars: 50 "m (upper). and 25 "m (luwer) 

during. suction, tearing off a membranc patch from the cell. 
The pipette holde r connect~ to a BNC connector of the 
amplifier head stage whieh is mounted on a Narashigc MO-
103 hydraulic micromanipulaLOr. This, in turn, is mounted 
onLO another manipulator for coarse movements (Narishige 
M M 33). The pipette holder ~hould be repeatedly cleaned by 
methanol and a jet of nitrogen. 

2. Preparations 

The development of giga-~eaJs requires a "clean" plasma 
membrane; that is, no sign of a surface coat should be 
de tectable in conventionally-stained EM-sections. This re~ 
quirement is met in many tissue-cultured ;cells, for example 
myotubes, spinal cord cells and dorsal root ganglion cells. In 
adu lt tissue however individual cells are covered with surface 
coats and enzymatic cleaning of the cell ~urface must precede 
the experiment. The exact protocol of enzymatic cleaning 
varies frum tissue to tissue (see Neher 1981). Here we describe 
a treatment procedure adequate for frog skeletal muscle 
fibre~, We also briefly describt: the preparation of rat 
myoballs. These cells. as well as the chromaffin cells, require 
no enzyme treatment before usc. 

G,' End-Plate Region 0/ Frog Muscle Fihres. From innervated 
muscle a useable preparation can be obtained within 2 ~ J h 

using the following procedure. The whole cutaneous pectoris 
muscle is bathed for an hour at room temperature in normal 
frog Ringer solution containing 1 mg/ml collagenase (Sigma 
type I). At this point overlying fibre layers can be easily cut 
away. such that a monolayer of fibres remains. The muscle 
endplate region is sub~equently ~upt:rfused with Ringer 
solution containing 0.07 mg/ml Protease (Sigma, type VII) 
for 20 ~40 min. The tendinous insertions of the muscle fibres 
are protected by small 3 - 7 mm guides made from Perspex to 
restrict the flow of protease containing solution to the 
endplate region of the muscle (Neher et al. 1978). This 
procedure results in a preparation of c::::: 20 fibres with ends 
firmly attached to skin and sternum. When a single fibre is 
viewed thc bare synaptic trough can be easily seen with a 
x 16 objective (Zeiss 0.32) and x 16 eyepieces using 
Nomarsk i interference contrast optics (Fig.2 A). Although 
currents can be recorded from the synaptic area, the peri
synaptic AChR density within 10 ~ SO~m of the synaptic 
trough is high enough in most preparations to allow 
recording of ACh activated single channel currents at low 
ACh concent rations « t !-1M). Preparations kept in 
phosphate-buffered Ringer solution remain viable and can be 
llsed for up to 48 h when kept a t < 10"C. All bath solutions 
contain 10- 8 M Tetrodotoxin to avoid musc.le contraction 
during the dissection. 
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( ...... data .. ia Fis. S)bu boenldded. Theparamell:r& of the two pulses 
.... indiI:atccI ......... ia the figure. The shorter pulse rep ..... nts tbe 
_t of 125O ......... wy c:baqeo; it i. clearly detectable. but tbe a. 
ptIIIeritwi, 1imuI-. estimation of pol .. amplitude and duration is 
impoIsibIc. The ra:tauauJar farm of the 10 ...... pulse iI jUlt recognizable. 
""--. allowing _ paramell:r& to be estimated. It can be...., from 
this...",.,.. that for kiaeIic analysis of channelgatia&. the shorll:&t mean 
__ duration shauId be coasiderably ~ (preferably by an order of 
mapitudo or more) than the miaimum Bi- in tbe flSUre. The solid lines 
show the u1tima1e theoretical detection limits impoocd by J01uuon noise 
ia the aeaI and membrane ....-. c:omputed from Eq. (I). Sina: seal 
............. above 10000 .... _ obsened, it should in principle be 
pouib/Io to raoI"" much smaller pulses than iI_tly possible. TheIO 
linea aIao repmoml the raoIution limits that would be illlpOlCd by shot 
noise (Eq.2) ia clwuldl eanyina the indicated currenlle .. l. in tbe .... 
thai shot noise iI the predGmiaaol noise IOU..,.. For the calculation oCtbe 
detectioIllimill iD this Iipre alilll:< with O.1IIIian f""lllCllCY response was 

Appendix 

b) Myoballsfrom Embryonic Rat Muscle. The procedure to 
obtain spherical "myoballs" is essentially the same as that 
used by other laboratories (Horn and Brodwick 1980). The 
growth medium (DMEM + 10 % fetal calf serum) is changed 
on day Jandonday6afierplatingofthecellson 18 mmcover 
slips placed into culture dishes. For 2 days starting on day 8. 
medium containing 10 -, M colchicine is used. Thereafter 
normal growth medium is used again and changed every third 
day. This procedure results in '" I 00 spherical myoballs of 
30 - 80 I'm diameter (Fig. 2 B) per cover slip. A single cover 
slip can be cracked with a scapel blade into 8 - 10 small 
pieces which can be transferred individually into the experi
mental chamber. The culture medium is exchanged for normal 
bath solution before the experiment. This solution has the 
following composition (in mM): 150 Naa. J Ka. I MgCI2• 

I Caa •• 10 HEPES. pH adjusted to 7.2 by NaOH. 
As visualized with Ouorescent IX-bungarotoxin. the ACh 

receptors are unevenly distributed in myoballs (Fig.2B); 
however in virtually all patches single channel currents could 
be recorded with low ACh concentrations « I I'M). For 
experiments with ACh-activated channels it is advisable to 
work within 2 - 5 days following colchicine treatment. 
During a later period 5-10 days following colchicine treat
ment myoballs are a suitable preparation for investigating 
properties of electrically excitable Na and K channels as well 
as Ca-dependent K channels. 

c) Chromo.ffm Cells. As an example of cells obtained by 
enzymatic dispersion· of an adult organ we use bovine 
chromaffin eells. These cells are dispersed by perfusion with 
collagenase ofthe adrenal gland (Fenwicli et al. 1978). and are 
subsequently kept in short term culture for up to 8 days 
(Medium 199. supplemented with 10% fetal calf serum and 
I mg/ml BSA). 

3. Background Noise and Design of Recording Electronicst 

One of the main advantages of tbe giga-seal recording 
technique is the improvement. by roughly an order of 
magnitude. in the resolution of current recordings. The 
resolution is limited by background noise from the mem
brane. pipette and recording electronics. 

Theoretical Limits. Apart from noise sources in the in
strumentation there are inherent limits on the resolution of 
the patch clamp due to the conductances of the patch 
membrane and the seal. One noise source is the Johnson noise 
of the membrane-seal combination, which has a one-sided 
current spectral density 

Sdf) = 4 kT Re I Y (f)} (I) 

where4kT = 1.6 x 10-.0 Joule at room temperature. and Re 
I Y (f)} is the real part of the admittance. which depends. in 
general. on the frequency f. If the membrane-seal parallel 
combination is modelled as a simple parallel R - C circuit, then 
Re I Y (f)l = tlR. Integrating the resulting (in this case 
constant) spectral density over the frequency range ofinterest 
gives the noise variance. which decreases with increasing 

BllUmed; lbe filII:< bandwidth was ch .... n to gi .. a rioetime" equal to 0.9 
times the minimum pulse duration. The minimum detectable pulse 
amplitude was taken to be 8 ti..... tbe standard deviation II or the 
background noise. A minimum-width pul .. iI atkmuall:d to 6.7 II by tbe 
mll:r; with • cletectioll threshold of 4.7 II the probability of missing an 
event i ..... than 0.02, while tbe probability per unil time ora background 
nuctuation being miltaken for a pulse is less than 3)( to-tl/l,. 
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patch resistance. From the variance we have calculated the 
size of the smallest detectable current pulses, which is plotted 
in Fig. 3 against the minimum pulse durations for various 
values of R. 

Another background noise source is the "shot noise" 
expected from ions crossing the membrane, for example 
through leakage channels or pumps. Although the size and 
spectrum of this noise depends on details in the ion translo
cation process, a rough estimate of the spectral density can be 
made assuming that an ion crosses the membrane rapidly 
(Stevens 1972; Lauger 1975), 

S,=2 [q (2) 

where q is the effective charge of the current carrier (we 
assume a unit charge q. = 1.6 X \0-1. Coulomb) and lis the 
unidirectional current. Tbe shot noise at I = 0.5 pA is nearly 
the same as the lohnson noise with R = 100 Ga. If R is 
determined mainly by "leakage channels" in the membrane 
patch, the shot noise may be comparable to the Johnson noise 
in size. 

Intrinsic Noise in the Pipelle. As can be seen in Fig. 3, the 
background noise in our present recording system is several 
times larger than tbe limit imposed by the patch resistance. 
The excess results from roughly equal contributions from 
noise sources in the pipette and sources in the current-to
voltage converte'r. We are aware of three main sources of 
Johnson noise in the pipette, each of which can be roughly 
modelled by a series R - C circuit. The current noise spectral 
density in such a circuit is given by (I) with 

IX' 
Re {Y (I)) = R(l+IX'),' (3) 

where" = 2 "IRe. In the high frequency limit (<> large) 
this approaches II R; in the low frequency limit Re {y} 
= (21l/C)'R, which increases with frequency. 

The potentially most serious noise source arises from a 
thin film of solution that creeps up the outer wall of an 
uncoated pipette. Evidence for the presence of this film is that, 
when a small voltage step is applied to the pipette, a slow 
capacitive transient is observed whose size and time constant 
are influenced by air currents near the pipette. The film 
apparently has a distributed resistance R of the order of 
100 MO, and a distributed wall capacitance C", 3 pF. In the 
high frequency regime the noise (like that in a 100 MQ 
resistor) is very large. A Sylgard coating applied to the pipette 
reduces the noise considerably: the hydrophobic surface 
prevents tbe formation of a film, and the thickness of the 
coating reduces e. 

Secondly, we find that the bulk conductivity of the pipette 
glass can be Significant. The Cee-Bee capillaries, for example, 
show substantial conductivity above 100Hz, as evidenced by 
capacitance transients and noise spectra from pipettes with 
closed tips. Coating the pipette helps, but even in a Sylgard
coated pipette the effective values of Rand C are roughly 
2 GO and 2 pF. Pyrex electrode glass (Jeneons H 15/10) has at 
least an order of magnitude lower conductivity. However, it is 
more difficult to make pipettes with this hard glass because of 
its higher melting point. 

Finally, the pipette access resistance R"" (in the range 2-
5 MO) and the capacitance of the tip of the pipette Cd. (of the 
order of 0.3 pF) constitute a noise source. Since the time 
constant is short, the low-frequency limit of (3) holds. The 
resulting spectral density increases as/" becoming compara
ble to the 1 GO noise level around 10kHz. This noise could be 
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FIg.4A aad B. Circuit diagrams. (A) A simplif!ed diagram of the 
recording system. The current-to-voltase converter is mounted on a 
micromanipulator, and tile pipette holder (Fig. 1) plugs directly into it. 
Important stray capacitances (indicated by dotted lines) are the feedback 
capacitance Cf ~ 0.1 pf and the total pipette and holder capacitance 
C, = 4 - 7 pF. ejn represents the input capacitance of amplirler A It which 
is either a Burr Brown 35231 or the circuit shown in B. With the values 
shown, the frequency response correction circuit compensates for time 
constants R,C, up to 25m. and extends the bandwidth to 10kHz. The 
transient-cancellation amplifier A5 sums two filtered signals with time 
oonstaDIs variable in the ranges 0.5- to ~s andO.1-5 ms; only one filter 
network is shown here. The test input allows the transient response of the 
system to be tested: a triangle wave applied to this. input should result in a 
square wave at the output. Amplifiers A:h A,. and As are operational 
amplifters with associated resistor networks. The op amps for .(1 and A. 
(NE 5534, Signetics or LF 356, National Semiconductor) an: chosen for 
low voltage noise. especially above 1 kHz; more critic::al for A3 and As 
(LF 357 and LF 356) are slew rate and bandwidth. For putential 
recording from whole cells (see part tV), a feedback amplifier is 
introduced between current monitor output and the voltage command 
input. (8) Circuit of a low~noise operational ampliflCt for the I-V 
converter with a selected NDF9401. dual FET (National 
Semiconductor) and the following approximate parameters: Input bias 
current, 0.3 pA; inputcapadtanc:c, 8 pF; voltage noise density at 3 kHz. 
5 x 10-" V'/Hz; and gain-bandwidth product 20 MHz. The cor
responding values for the 3523J are 0.01 pA, 4 pF, 4 • 10- "V'/Hz and 
0.6 MHz. The lower voLtage noise of this amplifier is apparent in the /- V 
converter's background noise above 500 Hz. The high gain~bandwidth 
product of the amplifier results in a loop bandwidth of::: 300 kHz in the 
J - V converter, 50 that the frequency response in the 5 -10 kHz region is 
negligibly affected by cbanges in Cp• The loop bandwidth with the 3523 i. 
about 5 kHz 

reduced in pipettes having steeper tapers near the tip, 
reducing R"e<> Or having the coating extend closer to the tip, 
reducing Cu •. 

Noise in the Current-to- Voltage Converter. Figure4A shows a 
simplified diagram of the recording electronics. The pipette 
current is measured as the voltage drop across the high-valued 



668 

~ 1~ l-________________ ~2~G~n ________ ._=a~ 

~ . ~fv~ 
... • •••••••••• -'" I 

fi 10 Gn 
~ JQ 
-e1O" 

I 
20 100 1000 

Frequency. Hz 
FIg. 5. Power .poctrum of the total background noise from a rat myoball 
membra ... patch at resting potential (dots). The amplir .... of Fig. 4B was 
wed, with a coated, bard·gIass pipette. The patch resistance was SO on. 
Unes indicate the lower limit of the noise: impwed by the 10 OU feedback 
resistor, and for comparison, the Johnson noise in a 2 on resistor 

resistor R,; the Johnson noise in this resistor is the pre
dominant noise source in the J - V converter below a few 
hundred Hertz. The su\lstantial shunt capacitance Cf 
"" 0.1 pF across this resistor affects the frequency response of 
the J - V converter but makes no contribution to Re : Yl, and 
therefore to the noise current, assuming that it is a pure 
capacitance. This assumption appears to hold for the col
loidfdm resistors (Type CX65, Electronic GmbH, 
Unterhaching/Munich, FRG) we use, since, after correction 
of the frequency response, we found that the J - V converter's 
noise spectrum was unchanged when we substituted a home
made tin-oxide resistor having C,<O.OI pF for the com
mercial resistor. Other resistor types, including the 
conductive-glass chip resistors we have previously used 
(Neher et al. 1978) and colloid-film resistors with higher 
values do not show the transient response characteristic of a 
simple R - C combination and therefore probably have a 
frequency-dependence of Ill: Y}. Correcting the frequency 
response oftbese resistors is also more complicated; this is the 
primary reason wby we have not yet used values for Rf above 
10 GU, even though this might improve the low-frequency 
noise level. 

The other main noise source in the J - V converter is the 
operational amplifier itself. With both ofthe amplifiers we use 
(Burr Brown 3523J, and the circuit of Fig.4B) the low
frequency (4-100 Hz) spectral density is essentially equal to 
the value expected from R" suggesting that the amplifier 
current noise is negligible. At higher frequencies however the 
amplifier voltage noise becomes the dominant noise source. 
This voltage noise is imposed by the feedback loop on the 
pipette and the input of the amplifier, causing a fluctuating 
current to flow through Rf to charge C, and Cia (see Fig. 4). 
The resulting contribution to the current fluctuations has the 
spectrum 

SI (f) = [2 ,,/(C.+Cin)]2 SV{AJ (f), (4) 
where S"CA' is the amplifier voltage noise spectral density. The 
.f-dcpendence dominates over the constant or Ilfbehavior of 
SvcA,ijivingan increase of S/with frequency. This noise source 
can be reduced by minimizing C. by using a low solution level 
and avoiding unnecessary shielding of the pipette and holder. 
It can also be reduced by choosing an operational amplifier 
baving low values for Cia and SY(A); the amplifier of Fig. 4B 
was designed for these criteria. 

Figure 5 shows the spectrum of the background noise 
during an actual experiment. Because the noise variance is the 
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integral of the spectrum the high-frequency components have 
much greater importance than is suggested by this logarith
mic plot. Below 90 Hz the excess fluctuations mainly come 
from 50 Hz pickup. In the range 100-500 Hz the spectral 
density is near the level set by the 10 GU feedback resistor. 
Above 500 Hz, electrode noise sources and the amplifier 
voltage noise contribute about equally to the rising spectral 
density. 

Capacitance TrQ/l3i1!nt Cancellation. For studying voltage
activated channels voltage jumps can be applied to the 
pipette. However, a step change in the pipette potential can 
result in a very .large capacitive charging current. For 
example, charging 5 pF of capacitance to 100 mV in 5 lis 
requires 100 nA of current, which is 4 - 5 orders of magnitude 
larger than typical single channel currents. We use three 
strategies to reduce this transient to manageable sizes. First, 
we round the command signal (e.g. with a single time constant 
of 20 115) to reduce the peak current in the transient. Second, 
we try to reduce the capacitance to be charged as much as 
possihle. Metal surfaces near the pipette and holder (except
ing the ground electrode in the bath!) are driven with the 
command signal; this includes the microscope and stage, and 
the enclosure for the J- V converter. (Alternatively, an 
inverted command signal could be applied only to the bath 
electrode.) This measure reduces the capacitance to be 
charged to 1 - 2 pF when coated pipettes and low solution 
levels are used. Notice, however, that while the capacitance to 
be charged by an imposed voltage change is reduced, C. is 
unchanged for the purpose of the noise calculation (Eq. 4). 

Third, we use a transient cancellation circuit which injects 
the proper amount of charge directly into the pipette, so that 
the I-V converter is required to supply only a small error 
current during the voltage step. The charge is injected through 
a small, air-dielectrlc capacitor (see Fig. 4A) which is driven 
with an amplified and shaped version of the command 
voltage. The same capacitor can be used to inject currents for 
test purposes. With these three measures the transient from a 
100 mV step can be reduced to below 10 pA (at 2 kHz 
bandwidth),. which is small enough to allow computer 
subtraction IiIf the remainder. 

Part II 

Patch Current Recording with Giga-Seals 

1. Development of the Giga-Seal 

In the past, seal resistances as bigh as 200 M12 could be 
ohtained by pressing a pipette tip against a cell membrane and 
applying suction. This same procedure can also lead to the 
formation ofa seal in the gigaohm range; the only difference 
is that precautions must be taken to ensure the cleanliness of 
the pipette tip (Neher 1981). The main precautions are (1) the 
use of filtered solutions in the bath as well as in the pipette, 
and (2) using a fresh pipette for each seal. Funher precautions 
are listed below. 

The formation of a giga-seal is a sudden, all-or-nothing 
increase in seal resistance by as much as 3 orders of 
magnitude. Figure 6 shows the time-course of the develop
ment of a 60 GU seal in the perisynaptic region of a frog 
muscle fibre. When the tip of the pipette was pressed against 
the enzymatically cleaned muscle surface the seal resistance 
was ISO MU. (The resistance was measured by applying a 
0.1 mV voltage pulse in the pipette and monitoring the 
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Fil. 6A-C. Giga-sea1 formation between pipette tip and sarcolemma of 
frog muscle. (A) Schematic diagrams showing a pipette pressed against 
the cell membrane when the pipette-membrane seal resistance is of the 
order of 50 -1 00 Megohms (loft). and after formation of a gigaseal wben 
a .mall patch of membrane is drawn into the pipette tip (right). (B) The 
upper trace is a continuou~ current record before. during and after 
application of suction. In this experiment a pipette--mcmbrane seal 
resistance of t 50 MQ was achieved by pressing the pipette against the 
membrane. Single suberyJdicholine-induced channel currents are ap
parent. During the time indicated by the two arrows slight suction was 
applied to the pipette interior resulting in the formation of a giga-seal of 
60 GCl resistance. Note reduction in background noise level. The decrease 
in channel opening frequency presumably resulted from depletion of 
agonist in the pipette tip during suction. It ina-eased aga'in during the 
minute raUawing gip-seal formation. The two large current deflections 
represent artifacts. The lower lracrs show single channel currents at 
higher resolution before (left) and after (right) formation of a giga-seal. 
The single channel current pulse on the right is preceded by capacitive 
artifacts from a calibration pulse. All records were made at the telI'5 
resting potential of -92 mV and at 11 "C. They were low pass filtered at 
1 kHz (upper trace) or 3 kHz (/owe, tra",.) 

resulting current flow). When a slight negative pressure of 
20 - 30 em HzO was applied (arrows) the resistance increased 
within a few seconds to 60 Ga. The development of giga-seals 
usually occurs within several seconds when a negative pres
sure is applied; seals always remain intact when the suction is 
subsequently released. In some cases giga-seals develop 
sponta!leously without suction. In other cases suction has to 
be applied for periods of 10-20 s, or a seal may develop only 
after suction has been released. 

It Was previously suggested that upon suction the mem
brane at the pipette tip is distored and forms and a-shaped 
protrusion (Neher 1981). This is indeed supported by 
measurements of patch capacitance after giga-seal formation 
(Sigworth ~nd Neher 1980). The increase in area of glass
membrane contact, going along with such a distortion, 
probably explains the gradual, 2 - 4-fold increase of seal 
resistance which is usually observed during suction shortly 
before giga-seal formation, and is also seen in cases wJ1en 
giga-seals do not develop. Giga-seal formation, however, is 
unlikely to be explained solely by such an area increase. Crude 
estimates of the thickness of a water layer interposed between 
membrane and glass give values in the range 20-soA for 
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values of the seal resistance between 50 and 200 Ma. These 
distances are characteristic for equilibrium separations be
tween hydrophilic surfaces in salt solutions (Parsegian et al. 
1979; Nir and Bentz 1978). 

. . A seal resistance larger than 10 Ga, however, is consistent 
only with glass-membrane separations of the order of I A, i.e. 
within the distance of chemical bonds. The abrupt change in 
distance involved may therefore represent the establishment 
of direct contact between the surfaces. as occurs during 
transfer of insoluble surface monolayers on to glass substrates 
(Langmuir 1938; Petrov et al. 1980). 

Also in favor of a tight membrane-glass contact is 
evidence that small molecules do not diffuse through the seal 
area. After establishment of a giga-seal the application of high 
ACh concentrations (in the range of 5 -10 11M) outside the 
pipette does not activate single channel currents in the patch, 
even though the rest of the cell is depolarized by 20 - SO m V. 

The high-resistance contact area between glass and mem
brane also seems to be well delineated. We conclude this from 
the observation that the so-called "rim-channel" currents, 
which are quite common when using thick-walled pipette tips, 
are rarely observed after formation of a giga-seal (see below). 

Reproducibility of Giga-Seals. The success rate for the estab
lishment of giga-seals varies for different batches of patch 
pipettes. This variability probably results from a combination 
of several factors. The following general rules .have been 
found helpful so far. 

I .. To avoid dirt on the pipette tip, pipettes should always 
be moved through the air-water interface with a slight positive 
pressure (10 em HzO). Even the first pipette-cell contact 
should be made with pipette solution streaming outwards. 
When the pressure is released while the pipette touches the cell 
the pipette membrane seal resistance should increase by a 
factor >2. 

2. Each pipette should be used only once after positive 
pressure has been relieved. 

1 Following enzyme treatment of muscle preparations 
the surface of the bathing solution is frequently covered with 
debris which readily adheres to the pipette tip, preventing 
giga-seal formation. The water surface can be cleaned by 
wiping with lens paper or by aspiration. 

4. HEPES-buffered pipette solutions should be used 
when Ca' + is present in the pipette solution. In phosphate 
buffer small crystals often form at the pipette tip by 
precipitation. 

S. When slightly (10%) hypoosmolar pipette solutions 
are used the giga-seals develop more frequently. With these 
precautions, abont80 % of all pipettes will develop giga-seals 
on healthy preparations. However, even after giga-seal for
mation, irregular bursts of fast current transients are ob
served on some patches. We interpret these as artifacts due to 
membrane damage or leakage through the seal. 

2. Improved Current Recording After Giga-Seal Formation 

When a pipette is sealed tightly onto a cell it separates the 
total cell surface membrane into two parts: the area covered 
by the pipette (the patch area) and the rest of the cell. Current 
entering the cell in the patch area has to leave it somewhere 
else. Thus, the equivalent circuit of the whole system consists 
of two membranes arranged in series. This, and the resulting 
complications will be discussed in a later section (see also 
Fig. 10). Here we will focus on the simple case that the total 
cell membrane area is very large with respect to the patch area. 
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100ms 
.... 7 A ... B. Demonstration of time resolution and of uniformity in 
sIq> s"". (A) A disitized n:cord (1.87~. sample interval) ofthe opening 
timo course of channeJs activated by 100 nM SubCh on the perisyn"aptic 
region of an adult frog muscle fiber (11" C). The patch was hyper
polarized to ~ximately -160 mV and a solution containing 100 mM 
CsC! was used. The single channel currents were -IO.S pA in amplitude. 
Six individual channel opening C\'OI1t1 were averaged by superposition 
an.. aIignmenl with respect to the midpoint of the transitinn. The same 
proccdu.re was ronowed to obtain the instrument's step-response. using 
records fram capacitiYOIy-injected current steps. The step response (con
tinuous line) is superimposed on lhe channel'. opening tim. course after 
amplitude sealin .. The relative dift'erena: between the two curves is 
plotted below. The amplitude ofthe fiuctuatioos in the difference n:cord 
is the same during the transition and during the "",t of the record. Based 
on the sill:: of these fluctuations. an upper limit was estimated for the 
transition time between the dosed and open .tates of the channel by the 
followmg prcx:cdure: The transfer function of the electronic apparatus 
was calculated fram the known step response by Fourier transform 
methods. Then. theoretical responses to opcn..close transitions of various 
shapes were calculated and compared to the experimental .tep respoose. 
It was found tbat the predicted drwiations bCtween the two curves were 
significantly larger than the observed ones only when the open-dnse 
transitions were spread out in time over 10 JlS or more. (8) A current 
recordrrom a myohaII under the following conditions : I ~M ACb; Ig'T; 
-1«1 mV holding potential. Individual single channel currents super
impose to form regularly spaced amplitude level. 

Then. the small pateh currents will not noticeably alter the 
cell's resting potential. For instance. a myoball with 50 MO 
input resistance will be polarized less than O.S mV by a patch 
current of 10 pA. Thus. a patch can be considered "voltage 
clamped" even without the use ofintracellular electrodes. The 
clamp potential is equal to the difference between the cell 
potential and the potential in the pipette. Some properties of 
current recordings done under this Iype of "voltage clamp" 
are illustrated here. 

a) ilfcrHHd Amplitude QIId Time ~solutiolt: the Time CourJt! 
ofChanlfl!1 Opelfing is Fast. Due to low hackground noise and 
an improved electronic circuit the time course of channel 
opening and closing can be observed at 5 - 10kHz resolution. 
Figure 7 A illustrates the average opening time-course of 
suberyldicholine-ac1ivated channels at the frog endplate 
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..... SA-C. Control ofvoltagc:: and of ionic environment in the pipette tip 
after formation or a giga-seal. (A) Single channel current recordings at 
SO nM SubCh in the perisynaptic membrane of cutaneous pectoris 
muscle fibre; 1 t"c. The membrane potential or this fibre was -89 mV 
measured by an intracellular microelectrode. The pipette potential was 
shifted by different amounts to obtain the membrane potential indicated 
on thelen oreach trace (in mY). The pipette was rdled with Ringer solution 
in which NaCI concentration was reduced to 100 mM to improve gigaseal 
formation. (8) Current-voltage relationship of channel currents, derived 
from the experiment shown in A. Bach point represents the mean current 
amplitUde or ten individual current events. The straight line is drawn by 
eye and represents a single chanael (chord) conductance of 32 pS. 
(C) Single channel current recordings under the conditions of part A at 
-90 mV membrane potential. The main salt in the pipette solution was 
100 mM CsCI (right) and 100 mM NaCI (I_ft). The average single 
channel current amplitudes were 2.8 pA and 3.8 pA in Na'" and Cs + 

solutions respectively 

region. The large single channel currents and Ihe low 
background noise level allowed a much higher time resolution 
to be obtained than in previous recordings. Still, the rising 
phase of the conductance (dotted line) is seen to be in
distinguishable from the step response of the measuring 
system (continous line). From a comparison of the two time 
courses it can be estimated that the actual channel opening 
occurs within a time interval smaller than lOllS (see legend. 
Fig. 7). 

b) Lack of Rim-Chanlfl!l Currelfts. A major problem of the 
extracellular pateh clamp technique has been the occurrence 
of currents from channels in the membrane area under the rim 
of the pipette. These currents are not uniform in size; the 
resulting skewed step-size histograms complicate the esti
mation of the single channel current amplitudes (Neher et al. 
1978). Current recordings with giga-seals. however. show 
amplitUde distributionnhat are nearly as narrow as expected 
from noise in the baseline. The improvement reflects a more 
sharply delineated seal region. A recording is shown in 
Fig. 7 B which demonstrates the regularity in current 
amplitudes. 

The regularity also allows (i) the unequivocal discrimi
nation between channel types of slightly different con-
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ductance, e. g. synaptic and extrasynaptic ACh receptor 
channels, and (ii) analysis of channel activity when the 
currents of several channels overlap. 

("j Vollage Conlrol of Ihe Membrane Patch. Previously the 
potential inside the pipette had to be balanced to within less 
than I mV of the bath potential; otherwise large, noisy 
leakage currents flowed through the seal conductance. 
The high seal resistance now allows the patch membrane 
potential to be changed. For example, a l00mV change in 
pipette potential will drive only 5 pA of current through a 
20 Gl2 seal. This leakage is comparable in si:re to a single 
channel current and is easily manageable by leakage sub
traction procedures. The ability to impose changes in mem
brane potential has been used to activate Na channels in 
myoballs (Sigworth and Neher 1980). It also allows measure
ment of single channel currents in adult muscle fibres over a 
wide range of potential that is not accessible with the 
conventional two-microelectrode voltage clamp because of 
local contractions. Figure SA and B shows representative 
traces and the current-voltage relationship of single channel 
currents recorded from a muscle fibre at various patch 
membrane potentials ranging from - 70 to - 190 m V. 

d) Control of Extracelllliar Ion Composition. Giga-seals form 
a lateral diffusion barrier for ions (see above, p.91). Here we 
show that the ionic composition on the external side of the 
patch membrane is that of the pipette solution. Figure BC 
illustrates ACh-activated single channel currents from a frog 
muscle fibre when the major salt in the pipette was esc 
(100 mM) while the bath contained normal Ringer. The open 
channel conductance was seen to be 1.3 times larger than the 
conductance in standard Ringer solution, consistent with the 
larger estimates of conductance that have been made from 
fluctuation analysis (Gage and Van HeIden 1979). 

PlIrtlIl 

Single Channel Cllrrent Recording from "Ceil-Free" 
Membrane Patches 

Apparently the contact between cell membrane and glass 
pipette after formation of a giga-seal is not only electrically 
tight, but also mechanically very stable. The pipette tip can be 
drawn away from the cell surface without a decrease in the 
seal resistance (Hamill and Sakmann 1981; Neher 1981). As 
will be shown below a tigbt vesicle sealing off tbe tip forms, 
when this is done in normal CaH -containing bath solution. 
Procedures are described by which the resistance of either the 
inner or the outer part of the vesicle can be made low 
( < 100 Ma) without damaging the giga-seal. The remaining 
intact membrane can then be studied as before. Either 
"inside-out" or "outside-out" patches can be isolated in this 
way (see Fig. 9). By varying the composition of the bath 
solution, the effect of drugs or ion concentration changes on 
single channel currents can be studied at either the cytoplas
mic or the extracellular face of the membrane. 

I. Vesicle Formation at the Pipette Tip 

The top trace in Fig. lOA shows single channel currents 
recorded in a frog muscle fibre at its resting potential of 
-90 mY. The patch pipette was filled with standard Ringer 
solution plus 50 nM suberyldicholine (SubCh) and was sealed 
against the surface membrane in the perisynaptic region. 
When the pipette tip was slowly withdrawn a few I'm from the 
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".. 9. Schematic representation of the procedures which Icad to record
ing configurations. The rour recording c:onfigurati~ described in this 
paper are: "cell-attachod", "whole-cell rccordins", "outsi~ut patch". 
and "illside-out patch". The upper moat framo is the confipration of a 
pipette in simple mcdIanical contact with • ..,11. as has been UJed in the 
past for sin"" channel n:c:ordinS «Neher et aI. 1978). Upon lIi"'t suction 
the ... 1 between membrane and pipette i_ in resistance by 2 to 3 
orden of magnitude, formins what we call • ..,11 .... ttached patch. This 
confilllration i. deocribed in part II of this article. The improved .... 
allows a HI .. fold reduction in backJround noise. This sto .. i. the startina 
point for manipulations to isolate membrane pall:bes which lead to two 
different cell .. fm: rccordins conflJllrations (tbe outside-out and inside
out patches described in part III). Alternatively. voltage damp CUrreDts 

from whole ceOs can be recorded after dilnlption orthe patel! membrane 
if ..,11s of sufficiently .maIl diamebOr are UJed (see part IV of this article). 
The manipulatiOllB include withdrawal of the pipette from the ... 1 (puD), 
abon ""JIOSUre of the pipette tip to air ODd .hort pubes of suction or 
voIlaJO applied to the pipette interior while ... I .... ttached 

cell surface the shape of single channel currents became 
rounded and they decreased in si:re (middle trace). Often a fine 
cytoplasmic bridge could then be observed between the cell 
surface and the pipette as shown in Fig. 100. Upon further 
removal the cytoplasmic bridge tied off but left the gigs-seal 
intact. Single channel currents further decreased in si:re and 
finally disappeared in the background noise within the next 
1 - 2 min. The pipette input resistance remained high 
(110 Gl2, see bottom trace). 
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Fig, IDA-I). Formillion of a ~mbranc ves icle :11 Ih,- 1''1'''11." "l' , \ , 1'.1\,, 11 current f!XordUig dUring: ""thdr"" ,'! ,'I lhe pipette tip from muscle 
SoacroJemma. TIK: Uppi" Iract' il lust rates si ngle (hannd "url~nts all.: , ",rmalln" o f H j!.lgascal Undl"[ ,:olld illon, SinH!:.' to those o f Fill . iI . Du ring 
Wi lhdu .... 'al of the pipetlc smgle channel curreril~ !iuddcnly appeared d isl<)rlcd in Shilp< : ..:urr~nl' showed wunded ri~i n g and falling (;11Ie l'OUrseS and 
progressh'd y lower ~ mpl itudes _ In th i.c q",rimcn\ single channe l currenh l'oC'C amc undCll'c lahlc wl\hin ,0 , follo",in!? Ihe Hppearance ofroun<kd current 
even ts. TIIC' pipette-membrane s.ea l resistance remained tugh, ( > .'OGf.!) and c urr~n l pulSt's remained umktectahlc even .. rICr hypcrpolim~ing thc 
memlmmt" h)' 90 mV . This ~ugg("sts thaI the pipette opening bt:cam~ \' .. .:d "d~d hy 11 membrantou,; ~truetur(". which most I'rohahl)' W fl~;t dosed vesick itS 
illustra ted in part g , (8) $.:hematic d iagram of r("cordon~ ~ i t " JIll)n foll o ..... lng rormlltion u1";\ rncmhrane v~\ K"le . The ("q uiva\c nt circu it b mude lled by 
para lle l current pathways through the shunt res islana: R" :Ind th rollgh t h ~ Vt"SIc\C, The 1"0 11,,1\,' , 01' the 'TSlci(' arc rt"pn',entnl by R (" t'ombiniltions 
in serieS, The inner membrane. exposed to the pipette solution, ha~ rc~i~tll ncc R, ;lIld (;apa(l laIKl' C Thr outer m~mbrllne. repre~cntcd hy R" ;tlld ('., is 
nposcd lu the ba th ~olu lioll . POint R represents Ihe interior of the vC~lc le. V. and v, arc the dcClromol i,~ [orL'C , OfltK outer anll inner mcmhranc~ . R, is 
the access resistance of the unsealed pipette , Opo:!lil'g of a ~ hannd in the prestnn' of A('I\ ill the pipette solu t'l>n deneaS<'~ the resis t:mee I,f the Inner 
mcmbra flc, R,. Therefore. R, wbich in fact is a paralici .:umbination of membrane rcs ista llcc and opo:n d l~""cl r .. ,j":u 'L"C R, b mndc llcd a~ ~ vari:lhlc 
resistor. (el Vi~ ualt Sitt i on of membmne patcb isolation from ~ r~1 myob:tl l. .[ he uppo;: r mln()grapb sho'l''!\ the ti p of a patch pipcllc in o.:onla~l Wllh a 
myobaU, When suction IS applied, an a ·shaped membrane "es ,cl~ I~ pulled Im n tilt: p i pell ~ lip jmi,JdIt- mi, ,,,Vilph). F()llowing slight Wilhdr:lwll i Oflht: 
pipettc lip from the myoball, a q ·tl>Jllasmie bridge of sal co lemma bclwe.! n p.pe tl~ ti p ilnd myohall surface was observed Inol shown), Al l h,~ st:.g\.' o f 
membrane is.ola tion d is to rtcd single chann~l cu rr~nt pul '>C~ arc rccMdcd h~r tl1,)1;C shO"'n m A. Up"" fur ther withdrawa l thr cytoplasmIC " ridge ruptu rC'!i 
leaving a small vesicle protruding from the pipe tte lip (/ult'n mkrOfl.raph). Note "h .. al ing" o f the s:u ..:() iemmal mernbran~ of thc myoooll 
(D) Visualisat ion of q'loplasm ic bridge between myoball and vesick on lhe p.pellC' tip III ano the r "~P<'nmo::n l. Cahbra tion bar : 20"m. INormarski 
mlerfcrcna: oplil.'S. ~ .ao water Immersion obje(1 ivc) 
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The most likely explanation for this sequence of events 
is that during rupture of the cytoplasmic bridge between 
pipette tip and cell surface a closed vesicle formed at the tip of 
tbe pipette. The formation of a vesicle is illustrated in 
Fig. 10C on a myoball. The vesicle is partly exposed to the 
bath solution ("outer membrane") and partly to the pipette 
solution ("inner membrane") in the way shown schematically 
in Fig. lOB. 

Three kinds of observations give indications on the 
electrical properties of the vesicle. (i) When ACh is added at a 
low concentration to the bath solution, current pulses of 
reduced size are sometimes recorded at an applied pipette 
potential V, of + 90 m V or more. These current pulses reflect 
an outward current flow through AChR channels on the 
outer membrane of the vesicle. (ii) Destruction of the barrier 
properties of the outer membrane (see the next section) results 
in the reappearance of single channel currents through the 
inner membrane. (iii) In some experiments single channel 
currents of decreased amplitude and distored shape could 
be recorded when the pipette potential was increased to 
> + 70m V even several minutes following pipette withdrawal. 
Examples of such distorted current pulses recorded from 
patebes and vesicles are illustrated in Figs. lOA and 11. Single 
channel currents were of rectangular shape as long as the 
membrane patch was attached to the cell. 

Equivalent circuit. The electrical signals after vesicle 
formation can be explained by an equivalent circuit shown in 
Fig. lOB. The two halves of the vesicle form a series com
bination of two RC-circuits, shunted by the leakage resistance 
R... Assuming a specific conductance of tbe membrane of 
10 -. Scm -, and an area of a semi-vesicle in the range of 
several ~m2, values for the membrane resistances R, and R" 
should be in the range of several hundred GO, much larger 
than the resistance of a single open AChR-chanriei (about 
30 GO). Local damage or partial breakdown of the mem
brane could bring this value down into the range of single 
open channels. Then, opening of a single channel in either of 
the two membranes would result in an attenuated current 
flow through the series combination. Consider the simple case 
that R, and R" are the same and are identical to the resistance 
of a single channel R". Then, upon opening of a single channel 
the apparent conductance at steady state is attenuated by a 
factnr of 6 with respect to the true conductance. 

More generally, the apparent conductance G." of the 
channel(assumed to open on the inner side of thevesicle)willbe 

G,pp = Rl/«R,+R,,) (R"R"+R,,R,+.R,R,,». 
The time course will be governed by the time course of the 
voltage at point B in the equivalent circuit. For a series 
combination of two RC-elements and a step-like perturbation 
this will be a single exponential (neglecting R, of Fig. lOB). 
The time constant t of the exponential is equal to 

t = R,,~ R,I R,,' (C,+c.>, 

where R, I R, I R" is the parallel combmation of R,R, and R" 
(see Fig. lOB). For the simple case above t, = R" (C,+C.)/3 
while tbe channel is open and t 2 = R" (C, + C.)/2 with the 
channel closed. The measurement of a time constant, there
fore, gives the total membrane capacitance of tbe vesicle. 
More generally, determination of G.", t .. and t, allows 
calculation of the three unknowns R" R" and (C,+C.) if the 
conductance of the single channel (I/R,,) is known. This 
analysis neglects the effects of R .. , which however adds only a 
constant olTset in current (at V, = constant and R, <IIi R" R,,). 
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FiJ. II A nd B. Diltorled single channel cUr!"nt shapes following 
isolation of a membrane vesicle from myoball sarcolemma. (A) Singl. 
channel currents recorded from a I:CII-atta<:hed membrane patch. In this 
experiment the Na + in the pipette solution was reduced to SO mM. 
Pipette potential was + 80 mY. Assuming a resting potential of - 70 mV 
the membrane potential across the patch was -ISO mY. The slope 
conductana: was 21 pS. (8) Single: channel currents after physical 
isolation of the membrane patch from the myoball. Pipette potential was 
+ 80 mY. Single channel currents could he observed al the pipette zero 
potential indicating that the vesicle had a membrane potential. The 
apparent slope conductance of the initial peak amplitUde of these current 
... nts was 12 pS. All records filteffi1 at 0.4 kHz, low pass; 18"C. The 
duration of the current events is not representative since long duration 
currents were seJected to illustrate differences in the time course in oell~ 
atta<:hed and cell-free configurations. Also, the time constant of decay 
was unusually long in this uperiment. In some ex.periments single 
channel currents similar to those shown here but of very small amplitude 
could be observed also without application of a pipette potential. This 
indicates that the vesicle can have a resting potential 

Experimental data gave estimates for C, + C. in the range 
0.03 -0.3 pF. Assuming a specific capacitance of the vesicle 
membrane of 1 ~F/cm2 this results in a vesicle area of 
3 - 30 ~m2. The waveform of individual channel responses 
(Fig. II) can display either rising or decaying relaxations. The 
form depends on the specific relation between R", R" C. 
and C,. 

Although closed vesicles form regularly in standard bath 
solution 1 mM Ca2+ and I M Mgl+, formation of tight 
vesicles is infrequently observed when divalent metal cations 
are' left out of the bath solution or if they are chelated by 
EGTA. Horn-and Patlak (1980) used F--containing bath 
solution to prevent formation of closed vesicles. 

Simultaneous intracellular recording of the membrane 
potential of the cell under study shows that isolating a 
membrane vesicle from the cell surface membrane _ does not 
damage the cell. In a few cases even the opposite was 
observed. Cells that depolarized partially while the seal was 
being formed returned to the normal resting potential after 
pipette withdrawal. 

2. Formation of "Cell-Free" Membrane Patches at the 
Pipette Tip 

Vesicle formation at the tip opening olTers tbe possibility of 
measuring single channel currents in cell-free patches by 
selectively disrupting either the inner or the outer membrane 
of the vesicle. Figure 9 illustrates schematically how this can 
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be done. When the outer membrane of the vesicle is disrupted 
the cytoplasmic face of the inner membrane is exposed to the 
bath solution. Its extracellular face is exposed to the pipette 
solution. We call this an "inside-out" membrane patch. 
When, on tbe other hand, the inner membrane of tbe vesicle is 
disrupted the cytoplasmic face of the outer membrane of the 
vesicle is exposed to the pipette solution, its extracellular face 
to the bath solution. This will be called an "outside-out" 
patch. The next two sections describe formation of these two 
configurations of membrane patches. 

Tht! "Insilk-Ovt" Membrane Patch. To obtain a tnembrane 
whose cytoplasmic face is exposed to the bath solution, either 
formation or the outer vesicle membrane has to be prevented 
(Horn and Patlak 1980) or it has to be disrupted once it has 
been formed (Hamill and Sakmann 1981). This can be done 
eitber mechanically or chemically. 

A prerequisite for isolated patch formation is a seal of 
> 20 GO. Disruption of the outer vesicle memhrane is done 
by passing the pipette tip briefly through the air-water 
interface of the bath or by touching an air bubble held by a 
nearby pipette. Brief contact with a drop of hexadecane will 
sometimes disrupt the vesicle. Figure 12 illustrates the disrup
tion of the barrier properties of the outer vesicle membrane. 
Initially the pipette tip was sealed against a myoball mem
brane. The pipette solution contained 0.5 11M ACh. Single 
channel currents were recorded at the cell's resting potential 
as shown in the uppermost trace. After withdrawal of the 
pipette tip from the cell surface single channel currents 
disappeared. Upon increasing the pipette potential to 
+ 70 m V the trace became noisier but single currents were not 
resolved. By briefly (1 - 2 s) passing the tip through the air
water interface the outer membrane of the vesicle was 
disrupted. Upon reimmersion of the tip into the bath solution 
single channel currents of the expected size were recorded 
(Fig. 12). Single channel currents, which in most membrane 
patches of mY0balls fall into two classes (Hamill and 
Sakmann 1981) were similar in their respective amplitudes in 
the cell-attached and cell-free configuration as shown in 
Fig. 12B on another patch at - 100 mV membrane potential. 

The outer membrane of the vesicle can also be made leaky 
by exposing it to a Ca-free, 150 mM KO bath solution during 
isolation, as was originally used by Kostyuk et al. (1976) to 
disrupt neuronal membranes for internal dialysis. A vesicle 
tends to reform with this procedure, and mechanical disrup
tion is usually required in addition to open the vesicle 
completely. The stability of inside-out patches is greatly im
proved when most of the a - in the bath solution is replaced by 
SO!-. For membrane patches isolated from myoballs an 
anion mixture of 4 mM a - and 75 mM SO! - was found to 
yield stable recordings for up to several hours. 

The "Ovtside-Out" Membrane Patch. In order to work with 
the outer tnembrane ofthe vesicle, the inner membrane can he 
made leaky or can be disrupted in very much the same way as 
described for the case above, i. e. by exposing the inner vesicle 
membrane to a pipette solution containing 150 mM KCI and 
only a low « 10-· M) concentration of Ca. Alternatively it 
can be opened by mechanical rupture of the patch preceding 
vesicle formation. Isolation of a membrane patch in the 
outside-out configuration is illustrated in Fig. 13. A pipette 
containing 150 mM KO and 3 mM HEPES buffer was used. 
A few minutes following the establishment of a giga-seal, the 
background noise increased progressively by several orders of 
magnitude. This was accompanied by a decrease of the 
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FIg. 11.4. and. B. Isolation of an "inside~out" membrane patch from rat 
myoball sarcolemma. (A) The upper three traces were recorded during 
tbe process of vesicle formation and are analogous to those shown in 
Fig. IDA. Standard solutions were used. The pipette contained 0.5 ~M 
ACh. Single channel currents (fir.ft Iral'f', recorded at the cell's resting 
potential of - -70mV) became undetectable following withdrawal of the 
pipette tip. Upon'shifting the pipette potential from 0 (.,,,,'OnJ trac,,) to 
+ 70 mV (Ihird Ira ... ) the current trace changed by only 0.8 pA. 
indicating formation of a closed vesicle where 1(. > R, (see Fig. lOB), The 
pipette tip was then passed briefly (I - 2 51 through the air-water interfa .. 
whidl disrupted the outer membrane of the vesiCle. Upon reimmersion 
single channel currents were recorded at a pipette potential of + 70 mV 
(fourth trace). which were similar to those of the cell~attachcd case (shown 
in the fint trace). (B) Step size diltribution of single channel curreDlS 
recorded from the same patch of membrane in the cell~anached 

configuration (upper graph) and in the cell~frce "inside-out" con
figuration (/ower graph). both at a membrane potential of -100 mY. The 
pipette solution contained 0.5 JAM ACh. The distribution ofstep sizes is 
doubly peaked. It indicates that in this patch two types of AChR 
channels, junctional and eXlrajunclional. with slightly different open 
channel conductances were activated. The larger spread of step size 
distributions in the cell-auached recording configuration is due to the 
larger background noise which in this cx.periment was mostly caused by 
mechanical instabilities and which disappears following isolation of the 
patch. In some experiments the average: opening frequency of AChR
channels decreased (up to 30 %) following isolation of the membrane 
patch. This is probably due to a decrease of the inner membrane area 
exposed to the pipette solution. Insets show examples of single channel 
current events (Calibration bars: 4 pA and 50 rns). A downward 
deflection of the current trace in this and all other figures indicates cation 
transfer from the compartment facing the ex.tracellular membrane side to 
the compartment facing the cytoplasmic side. This is from the pipette to 
the bath solution for an inside-out patch 

pipette-bath resistance to less than I GO and by the develop
ment of a large inward current. Upon withdrawal of the 
pipette tip from the cell surface the background noise 
decreased within 1 - 2 s to the initial low level and tbe pipette
bath resistance simultaneously increased to a value larger 
than lOGO. 

We attribute the initial decrease of the pipette input 
resistance to the disruption of the membrane patch and not to 
an increased leakage of the pipette-membrane seal. This 
follows from the observation that the inward current inverts 
at a rather large negative pipette potential presumably equal 
to the cell resting potential. Also the pipette input capacitance 
shows an increase corresponding to the cell capacitance (see 
below, Part IV). 



Appendix 

A 
ct."';'" '.,u,.? .. ". 

-rrw-:PA 
B 

200ms 

-IIIWi'j, I( ii'rr 60/lM 

,...-50O!JM 

I'Ig, 13A .... B, Isolation of an "outside-out" membrane patch from rat 
myoban sarcolemma. (A) After formation of a "gigs .... " using. pipette 
containing 150 mM KCI and 3 mM HEPES at pH 7.2 lhe lw:klJ)'ound 
noise increued within 2 - 3 min. The upper two tra=s rep ....... 1 record, 
inp immocliately followill8 gigaaeaI formation and 3 min later. At this 
stage a leakage current of > InA de..,loped which ewontualiy drove the 
feedlw:k amplir.... into saturation. The leakage currents could he 
reduced or in_ted whee the pipette potenlial was .hifted 10 - SO 10 
-1OmV. The pipette ....... reailtanao decreased 10 values < 100 MD. 
Upon wilhdrawal of the pipelte tip the pipette acce .. mistance increased 
apin into the 00 range, and lhe bactaround noise decreased (third 
lraoo). Addition of 0.5-1 ~M ACh 10 the hath solution induced single 
channel currents of 2.5 pA amplitude al -10 mV membrane potential 
(fourth trace). AU records an: rdtered at 0.5 kHz; temp. J8"C. (8) Dem
onstration of equUibration of halh-appJiod ...,.,.,ts al the •• u_l, 
lular fBOO of an outside-out patch. Single channel currents were """,<dod 
al -10 mV membrane potential from the same membrane patch whee 
eilher 60 ~M carbachol (above) or 500 ~M carbachol (~/.w) wu added 
10 the hath solution. AI the 10_ concentration single channel currenl 
events appeared al random, al lhe higher co_nlralion currenl puloe. 
appeared in "bursts". Addition of 10-' M .. BuT. imowrsibly blocked 
1IfI0niai activated currents (nol shown) 

The subsequent sealing observed when pulling away the 
pipette apparently results from the formation of a new 
membrane bilayer at the pipette tip, with its external side 
facing the bath solution (outside-out patch, see Fig. 9). Several 
observations lead to this ccincJusion: (i) Air exposure of the 
pipette tip as described in the previous section results in a 
decrease of the pipette-bath resistance to values < 100 Ma. 
(ii) Addition oflow ACh concentrations to the bath solution 
activates single channel current pulses. At a pipette potential 
of - 70 m V they arc similar in their amplitude and average 
duration to those observed on cell-attached membrane 
patches (Fig. 13A). (iii) In experiments where only the pipette 
contained ACh, no single channel currents were recorded at 
this- stage. 

Tbe breakdown of the initial memhrane patch, which was 
spontaneous in the experiment illustrated in Fig. 13 A, can be 
accelerated or initiated by applying brief voltage (of up to 
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200 m V) or negative pressure pulses (matching the pressure of 
a 100 cm H10 column) to the pipette interior. In this way, the 
access resistance can be lowered to a value near the pipette 
resistance. 

The extracellular face of outside,out memhrane patcheS 
equilibrates rapidly ( < 1 s) and reversibly with ACh added to 
the bath solution by perfusion oftbe experimental chamber or 
applied by flow of ACh,containing solution from a nearby 
pipette of 20 - 50 11m tip diameter, Figure 13 B shows a 
recording of single channel currents from an outside-out 
patch when carbachol is applied at 60 11M and 500 11M. At the 
low carbachol concentration current pulses appear at ran, 
dom intervals, whereas bursts of current pulses arc recorded 
at high agonist concentration as previously reported for cell, 
attached membrane patches (Sakmann et aI. 1980). 

3. Equilibration ofthe Cytoplasmic Face of Cell-Free Patches 
with Bath or Pipette Solutions 

In the previous two sections it was shown that by suitable 
manipulations either the inner membrane or the onter 
membrane of the vesicle can be disrupted such that it 
represents a low series resistance. In order to check whether, 
using either of the two configurations of cell-free membrane 
patches, the cytoplasmic face of the patch equilibrates with 
the experimental solution we bave measured 1-V relations of 
ACh-activated cbannels under various ionic conditions in 
both inside-out and outside'out confIgUrations (Fig. 14A). 
The 1- V relations show the following features which are 
expected for ionic equilibration between the cytoplasmic 
membrane face and the bath solutions or pipette solutions: 
(i) when Na· concentration is reduced on one side of the 
membrane, one branch of the 1- V relation changes strongly 
whereas the other branch is minimally affected in its extremes 
(ii) the two recording configurations result in overlapping 
1- V relationships when ionic compositions on both sides of 
the membrane arc the same (iii) changes in the shape of the 
1- V relations can be reversed and arc reproducible from one 
patch to the next 

It is well established tliat the disrupted membrllDe of the 
vesicle does not represent an appreciable electrical series 
resistance (see for instance Fig. 12). However it might well 
contribute to changes in the 1- V relation if its conductance 
were high, but ion,se1ective. In such a case a potential would 
develop across the disrupted membrane which would produce 
a parallel shift in the 1- V relation along the voltage axis. 
This, however, is contrary to the mults shown in Fig.14.A 
where changes occur in curvature, and neighbouring curves 
approach each other asymptotically. 

Further evidence for ionic equilibration is provided by 
kinetic studies. It was found that after successful patch 
isolation the 1- V relations did not cbange their properties 
with time if solutions in the pipette and in the bath were kept 
constant. Furthermore steady state· properties were obtained 
instantaneously upon a change of environment. This is shown 
in Fig. 14B. 

Both the changes in curvature and the fact that the 
cbanges occur instantaneously point towards very efficient 
exchange of ionic contents between the interior of a vesicle 
and the compartment neighbouring its disrupted membrane. 
In addition, ionic exchange across a disrupted membrane 
between the pipette interior and the cell interior was observed 
in the whole cell recording configuration (_ part IV). These 
findings, together, make it very likely that true equilibration 
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f'II.14A ... B. Equilibration of the cytoplasmic race of cell·f .... 
membraDe patches with bath or pipette solutions. (A) 1- V relatioll5hips 
for aectylcholine--activated channels in inside-out and outside-out mem
brane patches measured under different ionic conditions. For all 
measurements the pipette solution contained SO mM NaCl as the 
predominant salt. The bath solution contained initially t 50 mM NaCl, 
wbidl was changed to a solution containing 50 mM after patch isolation. 
Note tbat under symmetrical conditions /- V relationships in both pateh 
conliguratious overlapped, pasoed tbrough the pipette zero potential. and 
showed slight reetilicatioo. Under asymmetrical cooditioDS the reversal 
potentials were shifted by 25 mY. The /- V relationship. showed the 
t:xpedCd curvature. and. in one branch each. approac:bed. the neighbour
ing symmctrical 1- V. The .ymbol. O. ~. V. 0 represent the mean 
channel currents determined from t 6., 3, 2. and 3 separate exPeriments. 
SEM's are shown for some averages. All measurements were made 
at 18 C. Chanses injunction potentials caused by solution chariges were 
measured independently. and were corrected for. (B) Current records 
before. dwing. and after formation of an insictc.out patch at zero pipette 
potential. For both upper and lower traces the pipette was withdrawn 
from the czll while in nonnal bath solution. The pipette solutions 
contained 50 mM Naa. During withdrawal of the pipette from the 
myoball. ACb-activated currents, .vident while cell-attached. disap
peared. For the upper trace the pipette tip was brieRy •• posed to air. and 
then returned to the normal bath solution. Inverted currents immediately 
appeared cooustent with the IIeSide being opened to the bath solution. 
The CWTeDts recorded did Dot change their properties over a thrcc~min 
period. They displayed an 1- V relation similar to the inside-out 
asylJllllelric:al case described in part A. For the ID~'t!r Ira",. after pipette 
withdrawal from the cell. the bath solution was changed to one 
containing 50 mM Naa and the pipette tip was then exposed shortly to 
air. No ACh~induoed currents were evident at the pipette zero potential. 
They appeared upon polarization and displayed a similar /- V no
latiol15hip as descril!ed for symmetrical cases in part A 
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between the cytoplasmic membrane face and adjacent bulk 
solutions takes place. 

Part IV 

Recording of Whole-Cell Voltage Clamp Currents· 

It was pointed out above that the membrane patch which 
separates the pipette from the cell interior can he broken 
without damaging the seal between the pipette rim and the cell 
membrane. This is the situation occurring at the initial stage 
during the formation of outside-out patches (see p. 96). Here. 
we demonstrate the suitability of this configuration for 
studying the total ionic currents in small cells. The technique 
to be described can be viewed as a microversion of the internal 
dialysis techniques originally developed for molluscan giant 
neurons (Krishtal and Pidoplichko 1975; Kostyuk and 
Krishtal 1977; Lee et aI. 1978) and recently applied to 
mammalian neurones (Krishtal and Pidoplichko 1980). As it 
is appropriate only for cells ofless than 30 11m in diameter, we 
take as an example bovine chromaffin cells in short-term 
tissue culture. These cells have a diameter of 10-20 11m. 
Their single channel properties will be detailed elsewhere 
(Fenwick, Marty, and Neher, manuscript in preparation). 

The pipette was filled with a solution mimicking the ionic 
environment of the cell interior (Ca-EGTA buffer, high K +). 
After establishment of a giga-seal, the patch membrane was 
disrupted, usually by suction, as previously described (see 
above). The .measured zero-current potential was typically 
- 50 to - 70 m V. This corresponds to the cell resting 
potential (Brandt et aI. 1976). Applying small voltage jumps 
from this potential revealed a resistance value in the range of 
10 GO. This resistance is mainly due to the cell membrane 
since markedly larger resistances (20 - 50 GO) were obtained 
when using a CsCI solution in the pipette interior and 
tetrodotoxin in the bath. Small voltage jumps also showed 
that the disruption of the intial patch is accompanied by a 
large increase of the input capacitance (Fig. 15). The ad
ditional capacilance was about 5 pF, in good agreement with 
the value expected from the estimated cell surface. assuming a 
unit capacity of I JlF/cm'. The time constant of the capacity 
current was of the order of 100 liS, which shows that the series 
resislance due to the pipette tip is no more than 20 MO. 
However, larger time constants were occasionally observed, 
indicating an incomplete disruption of the initial membrane 
patch. 

Depolarizing voltage commands elicited Na and K cur
rents which could be well resolved after compensation of the 
cell capacitance current (Fig. 16). The cell can be considered 
under excellent voltage clamp since, (i) at the peak inward 
current, the voltage drop across the series resistance is small 
(less than 2 m V in the experiment of Fig. 16, assuming a 
20 Mo series resistance), and (ii) the clamp settles within 
100 liS as indicated above. The background noise was some
what larger than that of a patch recording due to the 
conductance and capacitance of the cell. However. for small 
cells. resolution was still good enough to record large single 
channel responses. This is illustrated in Fig. 17 which shows 
individual ACh-activated channel currents in a chromaffin 
cell. 

The pipette provides a low-resislance access to the cell 
interior which we used to measure intracellular potentials 
under current clamp conditions. The recordings showed 
spontarteous action potentials resembling those published by 
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A 

8 

SOO.-.l:!.!! ISOPA 

Fig.15A and B. Capacitive current of • chromaffin cell. (A) After 
establishing a gigaseal on a chromaffin cell. a 20 mV pulse was applied to 
the pipette interior starting from a holding potential equal to the bath 
potential. The capacitance of the pipette and of the patch was almoot 
completely compensated (see part I), reswting in \IeT)I small capacitive 
artifacts. The pipette input resistance was 20 OU. (B) After disruption of 
the patch the ",sponse toa 3mV pulse at a holding potential of -S4mV 
was measured. The capacitive current was much larger than in A. as 
the cell membrane capacitance had to be charged (compa", the ampli
tude. of the voltage steps). From the integral of the capacitive current a 
cell membrane capacitance of 5 pF is calculated. The cell had a diameter 
of 13j.1m. Assuming a spherical shape, one obtains a unit capacitance of 
about I ~F/cm'. The DC current was smaller than 2 pA, indicating a cell 
membrane resistance of several Ga. The time constant of the capacitive 
current was less than 0.1 ms, which, together with the value of the cel1 
capacitance. indicates a series resistance smaller than 20 MO 

A -

B . !""------::v-- ISOPA 

10ms 
Fig.16A and B. Na currents in a chromaffin cell. (A) Single sweep 
responses to 34 mV depolarizing (above) and hyperpolarizing (below) 
pulses starting from a holding potential of -56 mY. (B) Average 
responses to 25 depolarizing voltage commands, as above. Room 
temperature; I kHz low pass 

Brandt et al. (1976). The resting potential, averaging around 
- 60 m V, displayed large fluctuations presumably due to 
spontaneous opening and closing ofionic channels. Similarly, 
action potentials and EPSPs could be recorded from small 
cultured spinal cord neurons. 
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200ms 
FIg. 17. Single channel record. from. whole chromaffin cell. Normal 
bath solution with lOOI'M ACh added to !he chamber. Single ACb
induced currents appeared at varying frequency due to slow changes in 
ACh concentration and due to desensitization. Two examples at ditTerent 
mean frequency are given. Holding potential was -65 mY; !he ampli
tude of single channel currents was 2.3 pA and their mean open time 
approximately 30 ms. FUter bandwith 200 Hz 

When the pipette was withdrawn from the cell it sealed 
again, forming an outside-out patch (see Part m,2) ofsmall 
dimensions. The pipette input capacitance dropped back to a 
value close to that observed during establishment of the initial 
giga-seal. Concomitantly background noise was reduced and 
small channel currents, like those of individual Na channels, 
could be observed. 

In some experiments, the pipette was filled with a Cs-rich 
solution. The resting potential dropped frgm a normal value 
to zero within 10 s after disruption of the initial patch. This 
observation suggests that the intracellular solution exchanges 
quickly with the pipette interior. Thus, the method described 
in this section may be applied not only to record membrane 
currents, but also to alter the cell's ionic contents. Compared 
to the nystatin method (Cass and Dalmark 1973) it has the 
advantage to allow the exchange of divalent ions and of 
macromolecules. 

The present method offers several advantages over the 
usual recording techniques using glass microe1ectrodes. 11 
avoids the leakage due to cell penetration with the microelec
trode, it allows reliable voltage clamp of small cells, and it 
offers the possibility of studying macroscopic currents and 
single channel currents in the same cell. 11 alsn allows at least 
partial control of the ionic milieu of the cell interior . 

Conclusions 

The methods described here provide several options for 
voltage- or current-clamp recording on cells or cell-free 
membrane patches. The size of the cells is not a restriction to 
the applicability of at least two of these methods. The only 
requirement is a freely accessible cell surface. This require
ment is naturally fulfilled for a number of preparations. It is 
also fulfilled for most other preparations after enzymatic 
cleaning. The variety of cell types on which giga-seal for
mation has been successful is illustrated in Table I. 

The manipulations described here provide free access to 
either face of the membrane for control of the ionic environ
ment. The giga-seal allows ionic gradients across the mem
brane to be maintained and high resolution measurements of 
current through the membrane to be performed. 



678 

T_l. A listing of preparations on which siga-seals have been obtained. 
Only a fraction oftbe preparations ba .. been in ... tigated in detail. Bovine 
chromaffin .. n. and sainea pig liver cens were plated and kept in short 
term tissue culture. We acknowledge receiving cells from J. Bormann, T. 
lovin. W. D. Krenz, E.-M. Neher, L. Piper, and G. Shaw, G6t1ingen, 
FRG; I. Schulz, Frankfurt, FRG; G. Trube, Homburg, FRG, and I. 
Spector, Bethesda, MD, USA 

Celllioes in tissue culture: 
Mouse neuroblastoma 
Rat basophilic leukaemia 
cen. 

Primary tissue culture: 
Rat myotubes and myoballs 
Mouse and rabbit spinal 
cord ceUs 
Rat .. rebenar .. n. 
Rat dorsal root ganglion 
cells 
Torpedo electrocyte. 
Rat fibroblasts 

Single .. lis: 
Human and avian 
erythrocyte. 
Mouse activated 
macrophages 

Enzymaticsny dispersed cells: 
Bovine chromatT'm cells 
Guinea pig heart myocytes 
Guines pig liver cell. 
Mouse pancreatic cells 

Enzyme treated cells: 
Frog skeletal muscle fibres 
Rat skeletal muscle fibre. 
Snail ganglion cells 

The manipUlations are simple and, with some practice, 
appear to be performed more easily than standard voltage 
clamp experiments. We expect that they will help to clarify 
physiological mechanisms in a number of preparations which, 
so far, have not been amenable to electrophysiological 
techniques. 
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Acetylcholine-activated channels, current noise 
in, 660-661 

Acquisition program, 63 
AD converter: see Analogue-to-digitaI (AD) 

converter 
Addition, of matrices, 621 
Adjacent events, length of, 539-540 
Adjacent intervals, joint distribution of, 460-461, 

462f, 478 
Admittance 

in complex impedance analysis, 163-166, 165/ 
phase setting and, 175 

AFM (atomic force microscope), 375, 376t 
Agonists 

fast application to isolated membrane patches: 
see Fast agonist application system 

ion-channel mechanisms and, 420-424 
Aliasing, 57 
Aliasing noise, 183 

in em estimation, 183-184, 184/ 
All-point amplitude histogram, 527-528 
a-amino-3-hydroxy-5-methyl-4-

isoxazolepropionate (AMP A)-type 
glutamate receptors, PCR analysis 
example, 369-370, 370t, 371f, 372 

AMOCALL subroutine, single-channel analysis, 
583/-584f, 583 

AMOEBA program 
calling routine for, 583/-584f, 585 
fitting of distributions and, 550 

AMPA: see a-amino-3-hydroxy-5-methyl-4-
isoxazolepropionate (AMP A)-type 
glutamate receptors 

Amperometry 
amplification with, 261-262 
diffusion-based signals versus, 253 
individual current transitions, 246, 247/ 
rapid screen for secretion, 264 
single events, 265-267, 266f, 267/ 
whole-cell recording with, 262-263, 263/ 

Amphotericin B, in perforated patch recording, 47 

/ = figures; t = tables. 

Amplification, polymerase chain reaction, 
364-366,366/ 

first, 36fr367 
second,367 

Amplifier(s) 
in amperometry, 261-262 
analogue lock-in type, sine-wave stimulation 

used with, 189 
in em estimation, noise and, 182 
computer-controlled, on-line voltage offset 

correction using, 150-152 
dynamic range, 57 
EPC-7, feedback resistor shielding and, 116. 

116/ 
EPC-9: see EPC-9 patch-clamp amplifier 
integrating headstage design: see Capacitor-

feedback I-V converter 
low-noise design, 113-116, 114/ 
in patch-clamp setup, 11f, 13-14 
saturation of, 57 
See also Current-voltage (I-V) converter 

Amplitude(s) 
choice for use in em estimation techniques, 

180-181 
distribution of: see Amplitude distribution 
estimation in half-amplitude threshold 

analysis, 503 
fitted 

amplitude histograms from, 530-531 
expected distribution of, 574-576, 576/ 

open time distributions conditional on, 534 
in single-channel event characterization, time

course 
fitting, 505-506, 507f, 508 

variability, 526f, 526-527 
Amplitude distribution, 525-532 

histograms, 527-531; see also Amplitude 
histograms 

and subconductance transition frequencies, 
531-532 

variability, 526f, 526-527 
Amplitude histograms. 527-530 

all-point, 527-528 
compilation of, 68--69 

679 
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Amplitude histograms (cont.) 
from fitted amplitudes, 530-531 
f1ickery block analysis, 528, 530 
mean low-variance, 531 
open-point and shut-point, 528, 529f 

Analogue filtering, 59, 59f 
Analogue lock-in amplifier, sine-wave stimulation 

used with, 189 
Analogue-to-digital (AD) converter 

aliasing, 57 
dynamic range, 57 
selection criteria, 86, 87t 

APL computer language, 632-633 
matrix multiplication and, 624 

Application pipettes: see Theta glass tubing 
Artifact(s) 

gating charge, 193 
and solution exchange reliability, 240-241 
sources of 

in em measurements, 191-194 
data acquisition and, 28 
from electrodes, 27 
in solutions, 2fr27 

Atomic force microscope (AFM), 375, 376t 
Automatic data idealization, in single-channel 

event detection, 6fr67 
Averaging 

conditional, of single-channel events, 71, 72f 
signal, macroscopic current analysis, 75-77 

Background noise: see Noise 
Background subtraction, in Caz+ imaging of brain 

slices, 220-221, 221f 
Baseline method, in channel-open time resolution, 

141-144, 143f 
Bath 

monitoring fluid level in, 192 
pipette entry into, 22 
reference electrode requirements, 20 

Bath reference electrode: see Reference electrode 
Bessel filter, 59, 59f, 485-486 
Best fit criteria, fitting of distributions, 545-547 

component quantity, 546 
reproducibility, 547 
statistical approach, 546-547 

Binding site, 651 
single 

three-state channel with, 658-660, 659f 
two-state channel with, 652f, 652-654 

Binned maximum-likelihood fits, 562 
Binning errors, histogram analysis and, 68 
Bin width, variable, in histogram analysis, 521 
Bleaching, in Caz+ imaging of brain slices, 222-223 
B lebbed cells, forming giant patches from, 

311-313,31Zf 
Blebbing, cell surface, in giant-patch methods, 311 

Blind method, patch-pipette recordings, 199 
Blockage, channel: see Channel blockage 
Blocked time, ion channel-block mechanism 

and, 416-418 

Index 

Blow and seal technique, in patch-pipette 
recordings, 199, 204-206, 205f, 206f 

dendritic and axonal membrane, verification of, 
207,2071 

problems, 207-208 
Brain slices, 199-202 

incubation of slices, 201f, 201-202 
mechanical fixation, 20 If, 202 
nerve cell visualization, 202-204, 203f 
patch-pipette recordings from 

examples, 208-210, 209f, 210f 
techniques, 204-208, 205f, 206f, 207f 

PCR analysis of ion channel expression in: see 
Polymerase chain reaction (PCR) analysis 

slicing technique, 200 
tissue preparation, 200 

Brain-slice technique, patch-clamp technique with, 
199; see also Patch-pipette recordings 

Burst(s) 
of channel openings 

agonist mechanism, 421f, 421-422 
effective, 422-423 
general approach, 468-473, 469f 
ion channel-block mechanism, 412-413, 

413f, 414f 
quantity,470-471 
time interval omission, 457 

definition, 534-536 
distribution of: see Burst distributions 
fallacy and paradoxical behavior, 426-427 
length of: see Burst length distribution(s) 
prolonged, problems of, 435-436 
shut times within, single-channel recording 

accuracy and, 436 
Burst distributions, 540-541; see also Burst 

length distribution(s) 
following a jump, 540-541 
number of openings per burst, 53fr537, 

607-610 
ion channel-block mechanism and, 414-416 

open time per burst, 472-473, 537, 540, 610 
Burst length distribution(s), 471-472, 537 

for ion channel-block mechanism, 418-420 
probability density, 610-611 
and relaxation comparison, 608-609 
total time open, 610 

Bus structures, 85 
Butterworth filter, 59, 59f, 485 

Calcium (Caz+) current 
neuronal, giant-patch recording, 324-325, 325f 
of oocytes 
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Calcium (Ca2+) current (cont.) 
of oocytes (cont.) 

Ca2+-activated Cl- channel, 352-353 
voltage-dependent, 353 

Calcium (Caz+) flux measurements, 
transmembrane, 223-225, 225/ 

Calcium (Caz+) imaging 
examples and applications, 223-227 
experimental setups for, 214, 214f, 215/ 
procedures and techniques, 217-223 

Calcium (Ca2+) signaling 
localized dendritic, 225, 226f, 227 
oocyte expression system and, 355 

Calibration procedures, in Ca2+ imaging of brain 
slices, 221 

Capacitance 
distributed, in feedback resistor, 102, 103/ 
holder and pipette, 132-133; see also Pipette 

capacitance 
of immersed pipette tip, 133 
membrane measurements: see Membrane 

capacitance (em) measurements 
stray feedback, of I-V converter, 97, 98/ 

Capacitance cancellation 
transient, 22-23, 117-120 

fast, 117-119, 119f, 123-124 
over load effects in patch clamp, 117, 118/ 
series resistance compensation and, 120-126 
slow, 119-120, 120f, 124-126, 125f, 126/ 
in whole-cell recording, 24 

in whole-cell recording, 35, 36/ 
with series resistance compensation, 37 

Capacitance neutralization, in microelectrode 
potential recording 

model, 123/ 
R, compensation compared with, 123 

Capacitance traces, discontinuities in, 175-176 
Capacitive currents, in whole-cell recording, 32/ 

Purkinje cells, 41/ 
Capacitor-feedback I-V converter, 103-104, 

105f, 106 
advantages, 117 

Capacity transient neutralization circuitry, 
158-159, 159/ 

L-N algorithm in use of, 167-168 
Carrier-like behavior, of ion channels, 656-657 
Castillo and Katz mechanism, 397 
Cell-attached recording, 6 

dendritic, in rat neocortical brain slices, 208, 
209/ 

on-line voltage offset correction during 
a posteriori, 149 
on cell with -60 mV resting potential, 

150 
using computer-controlled amplifier, 152 

voltages, 23 

Cell capacitance cancellation: see Capacitance 
cancellation 

Cell compartments 
multicompartment, 44-45 
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pipette and, modeling diffusion between, 42, 42/ 
two-compartrnent model, solution for, 42-44 

Cell physiology, Nobel Prize (1991) awarded, 3 
Central nervous system (CNS), gene expression 

studies, 357-358 
fast application of agonists: see Fast agonist 

application system 
IR-DIC: see Infrared differential interference 

contrast (IR-DIC) video microscopy 
PCR analysis: see Polymerase chain reaction 

(PCR) analysis, of ion channel 
expression 

Central processing unit (CPU), 85 
Channel(s) 

conduction, field-effect transistor as, 109, 
110/. 111 

current through, matrix calculations, 600-60 1 
ion: see Ion channels, conformational 

transitions of 
mechanogated: see Mechanogated (MG) 

channels 
open: see Open channels 
in plants: see Ion channels, in plants 
relaxation to equilibrium in, 597-603 

Channel activation 
agonist application to membrane patches: see 

Fast agonist application system 
kinetic parameters, 78-79, 79/ 

Channel blockage, 412, 413/ 
fast blockers, 412-413, 414/ 
mechanism for, 409 
slow blockers, 412-413, 414/ 

Channel breathing, 661 
Channel gating, 78-79, 79/ 
Channel openings 

after a jump, 612, 614/ 
effects of finite sample length, 571 
first latency, 571 
fitting of results, 570-571 

bursts of 
agonist mechanism, 421f, 421-422 
general approach, 468-473,469/ 
ion channel block mechanism, 412-413, 

413f, 414/ 
time interval omission, 457 

cluster of, 423 
distributions, 537-538 

effective, agonist mechanism and, 422f, 
422-423 

exact calculations, 435 
Channel-open time{s) 

distribution of, 603-605 
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Channel-open time(s) (cont.) 
distribution of (cont.) 

conditional, 540 
following a jump, 540-541 
per burst, 472-473, 537, 540, 612 

distributions, single-channel analysis, 466-468 
lifetime distributions, 532-534 

amplitude and, 534 
ion channel-block mechanism and, 416-418 
multiple openings, 533-534 
reversible and irreversible mechanism, 

429-430, 430/ 
resolution limits of, 141-144 

baseline method, 141-144, 143/ 
half-amplitude threshold technique, 141 

of single channels, 411 
see also Channel openings 

Chara sp. 
functional expression in, 298-300, 299/ 

Charging artifacts, and solution exchange 
reliability, 240-241 

Chart recorders, multichannel, 15 
Chloride (Cn channel, Ca2+ -activated, of 

oocytes, 352-353 
Chromaffin cells 

detection of secretory events in, 246-247 
exocytosis on surface of, 249 
foot signal in, 247 
whole-cell recording in 

bovine, 51 
current measurement, 39, 4Qf 

Chromosulfuric acid, for pipette cleaning, 236 
Circuit(s) 

current measurement: see Current-voltage 
(I-V) converter 

fast transient capacitance, 119/ 
integrator, 102-103, 104/ 
model, noise results with, 186 
neutralization: seeNeutralization circuitry 
response-correction, 10 If, 10 1-102 
slow transient capacitance, 12Qf 

Cl : see Chloride (Cn channel 
Cleaning method, patch-pipette recordings, 

199 
Cloning, of PCR product, 367-368 

ligation reaction, 368 
reagents and solutions for ligation, 368 

Cluster, of openings, distributions, 537-538 
Cm: see Membrane capacitance (Cm> 
CNS: see Central nervous system (CNS) 
Coating, for pipettes, 18-19 

in giant-patch methods, 310-311 
Column vector, 621 
Communication ports, 85 
Compiled stand-alone programs, 87 
Complete record, likelihood of, 478 

Index 

Complex cell, equivalent circuit for, 39, 41f, 42 
Complex impedance analysis, 162-166, 165/ 
Components 

in best fit criteria, 546 
exponential, numbers in various distributions, 

473,4731 
multispectral, in signals, 176 

Computerized systems, for data acquisition and 
analysis, 16 

data display, 510-512, 511/ 
hardware selection, 83-84, 84/ 

criteria, 85-86, 861 
idealized record, storage of, 513 
software selection, 83-84, 84/ 

availability, 513 
criteria, 87-89, 89/ 

Concentration dependence, of conductance, ion 
channels and, 654 

case examples, 655f, 655-656 
Concentration jump(s), 446 

display of, 541-542 
example, 600-601 

Concentration profiles, diffusional broadening of, 
270-272, 271/ 

Conditional averaging, of single-channel events, 
71,72/ 

Conditional probabilities, defined, 401-402, 402/ 
Conductance, ion channel conformational 

transitions and, 654 
case examples, 655f, 655-656 

Conduction channel, field-effect transistor as, 109, 
lIOf, III 

Confocal laser scanning microscopy, and patch
clamp recordings in brain slices, 214, 
215f, 217 

Conformational transitions, of ion channels: see 
Ion channels, conformational 
transitions of 

Connectivity, correlations and, ion-channel 
mechanisms, 441 

Continuous recordings, 484 
Core method, matrix exponential calculation, 618 
Correction, voltage offset handling 

a posteriori, 149-150 
on-line, 150-152; see also On-line offset 

correction 
Correction circuit, of I-V converter, 101f, 101-102 
Correction sum, 151 
Correlation coefficients, display of distributions, 

538-539 
Correlations, ion-channel mechanisms 

and connectivity, 441 
decay of, 445 
measurement and display, 441,442/ 
measurement and display of, 538-540 
origins, 440-441 
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Correlations, ion-channel mechanisms (cont.) 
single channels after jump 

correlations absent, 448 
correlations present, 448 

spurious, 445 
as test of Markov assumptions, 442, 443/ 
two-dimensional distributions, 442, 444J, 

444-445 
Coupling, ion translocation and conformational 

transitions, 653-654 
cp: see Pipette capacitance (Cp) 

CPU: see Central processing unit (CPU) 
Cubic spline interpolation, single-channel analysis, 

579,580,583,581/-582/ 
Cumulative distribution 

in histogram analysis, 519 
ion-channel mechanism, 403 

Current(s) 
dynamic range in whole-cell recording, 40 
endogenous, to Xenopus oocytes, 352-354 
endplate, 410/-411/ 
Faradaic, 251 
macroscopic, analysis of, 7~1; see also 

Macroscopic currents 
measurement circuitry: see Current-voltage 

(I-V) converter 
whole-cell, and single-channel events 

relationship, 406-407, 407/ 
Current clamp measurement, in whole-cell 

recording, 38 
Current noise 

in open channels, 660-661 
thermal voltage noise generating, 130-131 

Current spikes, in amperometric current 
transitions, 246-248, 247/ 

diffusion-based, 255 
Current traces, displaying, 60-61 
Current-voltage (I-V) converter 

background noise in, 106-117 
circuitry, 95-97, 96/ 
dynamics, 97-100, 98/ 
feedback element in, 103-104, 105J, 106 
frequency response of, 97-100 

correction strategy, lOOJ, 100-103, 101J, 
103J, 104/ 

Curve-fitting programs, 83 
Cut-open oocyte technique, 352 
Cyclic voltammetry/voltammograms, 251-252, 

252/ 
experimental considerations, 267-268 
first use, 253 
limitations, 253 
theory and practice, 253 

Cytoplasmic droplets, Chara sp., 298-299, 299/ 
isolation of, 300 

Cytoskeleton, status in giant-patch recording, 325 

DA converter: see Digital-to-analogue (DA) 
converter 

DAT: see Digital audio tape (DAT) 
Data acquisition, 53-54, 56 

analogue-to-digital conversion, 56-57 
digitization, 487-489, 488/ 
electrochemical detection of secretion, 262 
equipment for, 15-16 
experiment flow control and, 60 
filtering, 58J, 58-60, 59/ 
filtering of data, 484-487 
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noncontinuous, resolution degradation from, 
184-185 

and on-line analysis, 61 
and preanalysis, 56-63 
problems associated with, 28 
program for, 63 
pulsed versus continuous recordings, 484 
pulse pattern generation and, 60 
traces display and relevant information, 60-61 

Data administration, software for, 83 
Data analysis, 53-54 

experimental design and, 55-56 
levels, 54f, 54-55 
macroscopic currents, 74 

noise, 79-81 
relaxation experiments, 74-75, 77-79 
signal averaging and leak correction, 75-77 

mUltipurpose programs for, 81-82 
on-line during acquisition, 61 
single-channel events: see Histogram analysis; 

Single-channel analysis 
Data display 

digital filtering and, 64, 64/ 
histograms, 68 
in single-channel event characterization, 

510-512,511/ 
Data presentation, 60-61 

software for, 82 
DATA SELECTOR program, 511J, 511-512 
Data storage and retrieval, 61-63, 62/ 

media for, 86 
Dead time, and time interval omission, 453-454 
Decay of correlations, ion-channel mechanisms, 

445 
Dendrites 

hippocampal, intracellular Ca2+ changes in, 
223, 224/ 

localized calcium signals in, 225, 226J, 227 
of rat neocortical brain slice 

patch-pipette recordings, 208-210, 209J, 210f 
verification of recording from, 207, 207/ 

Dependency plot, 444, 444/ 
Depolarization, of membrane, exocytosis during, 

193-194 
Desensitization problems, 435-436 
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Detector-patch recording, 8 
Detenninant method, for obtaining steady-state 

distributions, 593 
Detenninants, matrix, 624 
Development software, 87-88 
Diagonal elements, 621 
Dielectric loss, of holder and pipette, 135-137, 

137/ 
Differentiation, matrix, 625 
Diffusion 

between pipette and cell compartments, 42, 42/ 
process in pipette tip, 43 

Diffusion-based signals, 253-257, 254f, 256/ 
Diffusion models, ion-channel mechanisms, 

400-401 
Digital audio tape (DAT), data storage and 

retrieval, 61-62, 62f, 486 
Digital filtering, 487-489, 488/ 

and data display, 64, 64/ 
Digital Gaussian filter, 576-577, 578/-580/ 
Digital-ta-analogue (DA) converter, selection 

criteria, 86, 87 t 
Direct connectivity, 441 
Display procedures, 60-61 
Distribution(s) 

of burst length 
probability density, 610-611 
and relaxation comparison, 611-614 
total time open, 612 

display of: see Distribution display 
expected, of fitted amplitudes, 572-575, 574/ 
exponential, 404, 405 
fitting of, 543-570; see also Fitting of 

distributions 
following a jump, 474-476, 540-542 
Gaussian: see Gaussian distributions 
number of exponential components in, 473, 473t 
number of openings per burst, 607-610 
open times, 603-605 
shut times, 605-607 
steady-state, methods for obtaining, 595-597 

Distribution display, single-channel events, 
514-542 

amplitude distribution, 525-532 
burst distributions, 534-537 
cluster distributions, 537-538 
correlations, measurement and display, 538-540 
following a jump, 540-542 
heterogeneity tests, 542 
histograms and probability density functions, 

514-522 
missed events, 522-525 
open and shut lifetime distributions, 532-534 

Distribution function: see Cumulative distribution 
Dithering, series resistance, 172-175, 173/ 
Division, of matrices, 627-628 

cDNA reaction, in polymerase chain reaction 
experiments, 363-364 

cDNA synthesis, in polymerase chain reaction 
experiments, 363-364 

cDNA reaction, 363-364 
reagents and solutions, 363 

Index 

Donnan eqUilibrium junction potential, 48-50, 50/ 
Double patch recording, 8 
Double-precision arithmetic, calculations using, 

622 
Drawing algorithm, data display, 512 
Drifting baseline problems, in single-channel event 

detection, 67 
Duration, in single-channel event characterization, 

time-course fitting, 505-506, 507f, 508 
Dwell-time histograms 

compilation, 69-70 
display methods, 68 

DYALOG APL, 629-630 
Dye bleaching, in Ca2+ imaging of brain slices, 

222-223 
Dyes, for fluorometric Ca2+ measurements, 

217-219,219/ 
loading procedures, 219-220 

Dynamic range, AD converter, 57 

Eigenvalues, matrix, 628-631 
in p (t) evaluation, 599 
of -Q, 601-602 

Eigenvectors, matrix, 628-631 
Eight-pole filters, 58 
Einstein-Smolochowski equation, 253 
Electrical currents: see Current entries 
Electrical properties 

complex cell, 39, 41f, 42 
simple cell, 33, 33/ 

Electrochemical detection, of secretory products: 
see Secretion, electrochemical 
measurements of 

Electrochemical electrodes 
design criteria, 257-258 
fabrication, 258-260 

materials, 258 
procedure, 258-260, 259/ 

first use, 246 
preparing and mounting, 260 
properties, 261 

Electrochemistry, quantitative, 250 
Electrodes 

electrochemical: see Electrochemical electrodes 
problems associated with, 27 
reference: see Reference electrodes 

Electronic control, of pressure clamp, 333, 335, 
336/ 

Electronic transient neutralization, 161-162 
Elements, of a matrix, 621-622 
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Elliptic filter, 485 
Empirical fitting, in fitting of distributions 

exponentials, 543-544 
geometrics, 544--545 

Endocytosis, exocytosis versus, in em 
measurements, 192-193 

Endogenous currents, to Xenopus oocytes, 
352-354 

Ca2+ -activated CI- channel, 352-353 
K+ channels, 354 
Na+ channels, 354 
pool-depletion-activated, 353 
stretch-activated channels, 353 
voltage-dependent Ca2+ channel, 353 

Endomembranes, experimental procedures in 
plants, 291-295 

cental lysosomal-vacuolar compartment release, 
292, 293f, 294 

photosynthetic membrane systems, 294-295 
Endplate channels, block of, 416, 416/ 
Endplate currents, 410/-411/ 
Energy barrier, structural concepts, 651 
EPC-7 patch-clamp amplifier, feedback resistor 

shielding and, 116, 116/ 
EPC-9 patch-clamp amplifier 

on-line offset correction by, 151 
R, compensation and transient cancellation in, 

125, 126/ 
Equality, of matrices, 621 
Equilibration 

pipette-cell model, 42, 42/ 
of a substance, time constant of, 42, 42/ 

Equilibrium, relaxation to, 597-603 
Equilibrium state occupancies, 594-597 

in jump experiments, 597-598 
Equivalent circuits 

complex cell, 39, 4lf, 42 
patch-clamp measurement, 147-148, l48f, 

156-158, 158/ 
simple cell, 33, 33/ 

Equivalent transfer-function, frequency response, 
98-99 

Ergodic mechanisms, 593 
Error function evaluation, single-channel analysis, 

580,583,584 
Errors 

of estimates: see Estimation errors 
series resistance, 34f, 34-35 
sources of, in em measurements, 191-194 

Estimates 
errors in: see Estimation errors 
maximum-liklihood, 558-563 

binned fits, 562-563 
exponentials, 558-560 
Gaussian distributions, 561-562 
geometric distributions, 560-561 

Estimates (cont.) 
maximum-liklihood (cont.) 

of phase, variance in, 174-175 
Estimation errors, 555-558, 563-566 

approximate standard deviations, 555-557, 
564-565 

likelihood intervals and likelihood regions, 
557-558, 564-566 
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Euler's formula, in complex impedance analysis, 
163, 164 

Events, single-channel: see Single-channel events 
Excised patches, force microscopy on, 383-392 
Excitatory synaptic transmission: see Fast agonist 

application system 
Exocytosis 

on chromaffin cell surface, 249 
versus endocytosis, in em measurements, 

192-193 
during membrane depolarization, 193 

Expelling technique, harvested cell contents, for 
PCR analysis, 361, 362f, 363 

Experimental design, data analysis and, 55-56 
Experiment flow, 60 
Exponential distribution, 404, 405 
Exponentially distributed intervals: see under 

Random time intervals, distribution of 
Exponentials 

distribution, 404, 405 
fitting of 

empirical, 543-544 
numerical example of, 566-568, 569/ 

matrix, 614, 621 
calculation methods, 620 

using MAPLE, 618-619 
using MATHEMATICA, 619-620 

P (1) evaluation and, 597-598 
scalar coefficients, 599-600 

mixture of, maximum-likelihood estimates, 
558-560 

single distribution, maximum likelihood of, 
553-555 

Fabrication, of pipettes: see Pipette fabrication 
Fallacy, unblocked channel fallacy, 425-426 
False-event rate, 496, 496/ 

practical checks, 498 
Faradaic current, 251 
Faraday cage, 9, 1Of, 12 
Fast agonist application system 

application pipettes, 233-236; see also Theta 
glass tubing 

examples, 242 
experimental setup, 232f, 233 
history, 231, 233 
piezoelectric elements and power supplies, 

236-237 
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Fast agonist application system (cant.) 
solution exchange reliability, 237-242 

Fast capacitance cancellation, 117-119, 119/ 
effect on R. compensation, 123-124 

Fast channel blockers, 412-413, 414f 
Feedback, in I-V converter, 103-104, 105/. 106 
Feedback capacitance, of 1-V converter, 97, 98/ 
Feedback resistor 

distributed capacitance in, 102, 103/ 
shielding, 116 
thermal noise in, 107-109, 108/ 

PETs: see Field-effect transistors (PETs) 
II/noise, 132 
Fick's law, diffusing substance, 43 
Field-effect transistors (PETs) 

low-noise amplifier design, 113-116, 114f 
and noise in I-V convertor, 109-113, 110/. 

lll/. 112/ 
noise-related parameters, 113, 113t 

Filtering 
of current-monitor signal, 484-486 

Gaussian filter properties, 486-487 
risetime of filter, 487 

digital,64 
of electrophysiological signals, 58/. 58-60, 59/ 
for single-channel analysis, 65 

Filtering operation, single-channel events, 490 
filter characteristics, choosing, 491-495 

Gaussian filter, 493-495, 494/ 
matched filter, 492-493 
signal-to-noise ratio, 491-492, 493/ 

Filters 
characteristics of, 491-495 
Gaussian: see Gaussian filters 
low-pass characteristics, 58 
in patch-clamp amplifiers, 16 
in relaxation experiments, delays and rise 

times, 75 
types, 58-59 

First latency(ies) 
fitting results after a jump, 570 
probability density of, 612, 614f 
single channel after jump in absence of 

correlations, 446 
single-channel currents and macroscopic 

currents 
relationship, 449, 451f, 452-453 

step application and, 541 
Fitted amplitudes, expected distribution of, 

572-575, 574f 
Fitting of distributions, 543-570 

approaches, 543-545 
exponentials, empirical fitting of, 543-544 
geometries, empirical fitting of, 544-545 
number of parameters to be estimated, 545 

best fit criteria, 545-547 

Fitting of distributions (cant.) 
definition, 543 
with known number of channels, 436 
maximum likelihood method, 552-553 

single exponential distribution, 553-555 
minimum-x2 method, 551-552 
optimizing methods, 547, 548/. 549-551 

gradient, 550-551 
simple search, 549-550 

Five-state mechanism, 592 
Fixation, brain slices, 201/. 202 
Flicker noise: see Iff noise 
Flickery block analysis, 528, 530 
Flickery noise, 528 
Floating point unit (FPU), 85 
Fluid films, noise reduction and, 139 
Fluid level, in bath, 192 

Index 

Fluorescence, background, in Ca2+ imaging of 
brain slices, 220-221, 221/ 

Fluorometric Ca2+ measurements, in neurons from 
brain slices: see Calcium (Ca2+) imaging 

Fluorometric monitoring, ion concentration 
changes, 213 

intracellular calcium, 216-217; see also 
Calcium (Ca2+) imaging 

single-photomultiplier detector system, 216 
Foot signal, in amperometric current transitions, 

246-248, 247/ 
diffusion-based, 255 
duration, 266-267, 267/ 
unusual events, 265-266, 266/ 

Force microscopy, 375-377, 377-379, 378/ 
on excised patches, 383-392 

experimental procedures, 385, 388f, 
388-389,389/-391f, 391-392 

setup construction, 383-385, 384f, 386/-387/ 
scanning probe techniques represented by, 

375-377, 376t 
types and applications, 375, 376t 
on whole cells, 380/. 380-381, 382/. 383 

Four-pole low-pass filters, 58 
FPU: see Floating point unit (FPU) 
Fractal models, ion-channel mechanisms, 400-401 
Frequencies 

choice for use in Cm estimation techniques, 
180-181 

subconductance transition, 531-532 
Frequency-domain analysis 

filter for, 59, 59/ 
membrane capacitance measurements, 176-177 

Frequency range, of stimulus, in Cm estimation, 
179-180, 180/ 

Frequency response 
correction strategy, loo/. 100-103, WI/. 

103/. 106/ 
equivalent transfer-function, 98-99 
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Frequency response (cant.) 
of I-V converter, 97-100 

Frog: see Xenopus laevis 
oocytes from: see Xenopus oocytes 

Fura-2, for fluorometric Ca2+ measurements, 
217-219,219/ 

Gil< signal, monitoring changes in, 191-192 
Gain-bandwidth product, 96 
Gain setting, 22-23 
Gating charge artifacts, 193 
Gaussian distributions 

exponential distribution versus, 404 
histogram analysis, 69 
mixture of, maximum-likelihood estimates, 

560-563 
Gaussian filters, 58, 485, 576-577, 578/-580/ 

characteristics of, 493-495, 494/ 
properties of, 486-487 
risetime, 487 

Gene expression studies, 357-358 
fast application of agonists: see Fast agonist 

application system 
IR-DIC: see Infrared differential interference 

contrast (IR-DIC) video microscopy 
PCR analysis: see Polymerase chain reaction 

(PeR) analysis, of ion channel 
expression 

Geometric distribution(s) 
mixture of, maximum-likelihood estimates, 

559-560 
number of openings per burst, 415, 606 

Geometrics, empirical fitting of, 544-545 
Giant liposomes, in photosynthetic membrane 

systems 
fusion of membrane sample and protein to, 295 

hydration technique, 294-295 
patch-clamp configurations for, 297 

Giant membrane patch, 307 
formation methods, 307-319; see also Giant

patch methods 
perspectives, 326 
recording from, 319-325; see also Giant

patch recording 
Giant-patch methods 

capacitance measurements, 318-319 
membrane blebbing, 311 
pipette coating, 310-311 
pipette perfusion, 315-316, 317f, 318 
pipette preparation, 307-309, 308f, 310/ 
seal formation 

inside-out oocyte patches, 313f, 313-315, 
316/ 

outside-out oocyte patches, 313f, 315,316/ 
small cells and blebbed cells, 311-313, 312/ 

Giant-patch recording, 8 
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Giant-patch recording (cont.) 
composition of membrane patch, 322-324, 323/ 
cytoskeleton status, 325 
fast solution switching, 320-321, 321/ 
patch-clamp speed, 319-320, 320/ 
single-channel recording, 321, 322/ 

Gigaseal,5 
formation of, 22 

breaking patch membrane after, 24 
in whole-cell recording, 31 

Glass capillaries, for pipette fabrication, 18 
Gradient method, fitting of distributions, 550-551 
Graphics display, versus oscilloscope, 60-61 
Grounding 

electrochemical detection of secretion, 262 
patch-clamp setups, 16-17 

Half-amplitude threshold analysis 
in channel-open time resolution, 141, 142/ 
effect of noise, 501-502, 502f, 503/ 
estimating the amplitude, 503 
technique, 499-501, 500/ 

Hard glass pipette, tip shape, 639-640 
Hardware 

in computer configuration, 83-84, 84/ 
selection criteria, 85-86, 86t 

Harvesting, of cell content, for PeR analysis, 
359f, 360-36lf 

W-ATPase, in plants, 282 
Heat polishing, of pipettes, 19 
Heterogeneity, tests for, 542 
Heterologous expression 

of animal transporters in plants, 298-300 
Cham sp., 298-299, 299/ 
cytoplasmic droplets, isolation of, 300 
RNA injection, 299 

of plant ion transporters 
in animal cells, 298 
in yeast, 297-298 

Histogram analysis, 67-71 
amplitude histogram: see Amplitude histograms 
binning errors, 68 

variable bin width, 521 
cumulative distribution, 519 
display issues, 68 
dwell-time histograms, 69-70 
Gaussian distributions, 69 
logarithmic display of time intervals, 518-519 
missed event correction, 70-71; see also 

Missed event(s) 
open-channel, 71-73, 73/ 
Popc11 measurement, 521-522 
probability density functions, 70, 516-518, 517/ 

superimposition on histogram, 520f, 520-521 
stability plots, 514-515, 515/ 
theoretical functions fit, 68 
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Histogram analysis (cont.) 
variable bin width, 521 

Holders, for pipettes: see Pipette holder(s) 
Holding potential, setting, 22-23 
Hydration technique, in photosynthetic membrane 

systems, 294 

Idealization, automatic data, in single-channel 
event detection, 66-67 

Idealized record, storage of, 513 
Identity matrix, 623-624 
Impedance: see Complex impedance analysis 
Incubation 

of brain slices, 20lf, 201-202 
of Xenopus oocytes following RNA injection, 

347-348 
Indicator dyes, for fluorometric Ca2+ 

measurements, 217-219, 219/ 
loading procedures, 219-220 

Infrared differential interference contrast (IR-DIC) 
video microscopy 

cell identification by, 358 
in harvesting of cell content for PCR analysis, 

359 
of nerve cells in brain slices, 199 

mechanical setup, 203-204 
optical setup. 202-203, 203/ 
viewing procedure, 204 

Injection. of RNA: see RNA injection 
Inner product operator. matrix multiplication, 622 
Inside-out recording. 6 

voltages, 23 
Integrator circuit, for test signal injection, 

102-103, 104/ 
Interconversion. of conformational states, 656 
Interface( s) 

computer, 85 
mapping thicknesses of, 236 
and pipette, mapping optimal distance 

between, 239 
Interfering signals. screening of, 145 
Interpolation technique, single-channel analysis, 

580.583-584.581/-582/ 
Interpreter systems, 87-88 
Intervals 

exponentially distributed: see Random time 
intervals, distribution of 

likelihood: see Likelihood intervals and 
likelihood regions 

time intervals: see Random time intervals; 
Time intervals 

Ion channel expression studies, 358 
fast application of agonists: see Fast agonist 

application system 
IR-DIC: see Infrared differential interference 

contrast (lR-DIC) video microscopy 

Ion channel expression studies (cont.) 
polymerase chain reaction analysis: see 

Polymerase chain reaction (peR) 
analysis 

Ion-channel mechanisms. stochastic 
interpretation of 

correlations and connectivity. 440-445 
fallacies and paradoxes, 424-427 
fractal and diffusion models, 400-401 
number of channels, problematic issues, 

431-436 
probability and conditional probability 

definitions, 401-402. 402/ 
random time intervals 

distribution. 402-408. 407/ 
sum of, distribution, 436-439 

rate constants and probabilities, 399-400 
reaction mechanisms and rates, 397-399 
reversible and irreversible, 427-431 
simple agonist, 420-424 

Index 

simple ion channel-block, 409-420 
single~hannel behaviour analysis, 464-479 
single channels and macroscopic currents after 

a jump, 445-453 
time interval omission, 453-463 

Ion channels 
conformational transitions of, 651-652 

carrier-like behavior. 656-657, 657/ 
concentration dependence of conductance, 

654 
case examples, 655-656 

current noise in open channels, 660-661 
rectifying behavior, 657-658 
substrates. 651 
three-state. with single binding site. 

658-660, 659/ 
two-state, with single binding site, 652f, 

652-654 
gene expression studies: see Polymerase chain 

reaction (PCR) analysis. of ion 
channel expression 

ligand-gated, kinetic properties, 360 
mechanisms: see Ion-channel mechanisms 
mechanosensitive, 329; see also Mechanogated 

(MG) channels 
number of, recording issues. 431-432 

estimating number of channels present. 
432-433 

single channel evidence, 433-436, 435/ 
use of shut periods within bursts, 436 

openings, bursts of, general approach, 
468-473,469/ 

in plants, 277 
experimental procedures. 285-300 
outlook, 300 
solute transport. 277-285 
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Ion channels (cant.) 
properties, oocyte expression system and, 354 
in relaxation experiments 

kinetic parameters, 78-79, 79/ 
pulse protocols, 77-78, 78/ 

Ion concentration, fluorometric monitoring of 
changes in: see Fluorometric monitoring, ion 
concentration changes 

Ion pumps, plasma membrane in plants, patch
clamp configurations, 291 

Ion transport 
vacuolar, in plants, 284 
see also Ion channels 

IR-DIC: see Infrared differential interference 
contrast (lR-DIC) video microscopy 

Irreversibility, consequences of, 428-429 
I-V converter: see Current-voltage (I-V) converter 

Johnson noise: see Thermal voltage noise 
Jordan canonical form, eigenvalues and, 630 
Jump(s) 

channel openings after, 611-612, 6141 
concentration: see Concentration jump(s) 
distributions following, 474-476 
fitting results after, 570-571 
single channels after 

in absence of correlations, 446-447 
and macroscopic currents relationship, 

448-453 
in presence of correlations, 448 

voltage, 445, 541 
Jump experiments, initial occupancies in 

at equilibrium, 597-598 
not at eqUilibrium, 598 

Junction potentials 
Donnan eqUilibrium, 48-50, 50/ 
liquid,48 

on-line offset correction and, 150-152; see 
also On-line offset correction 

K+: see Potassium (K+) channels 
Katz: see Castillo and Katz mechanism 

Laser microsurgery, isolating plant protoplasts and 
vacuoles, 289-291, 290/ 

Laser scanning microscopy, and patch-clamp 
recordings in brain slices, 214, 215f, 
217 

Leak correction, 65 
macroscopic current analysis, 76f, 76-77 

Ligation reaction, in polymerase chain reaction 
experiments, 368 

Light microscopy, patch area geometry observed 
by, 643-645, 644f, 645t 

Likelihood: see Maximum-likelihood method 

Likelihood intervals and likelihood regions, 
estimation of, 567, 567/ 

errors in, 557-558, 566-567 
Lindau-Neher technique, 166-167 
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capacity transient neutralization circuitry and, 
167-168 

noise measurement results with, 185f, 185-186 
parasitic elements after seal formation and, 

168-169 
phase delay compensation and, 168 
versus piecewise-linear techniques, 188 
quantization noise in, 182-183 
R. signal changes in, 191-192 
sine-wave stimulation and, 190 

Liquid junction potentials, 48 
Logarithmic display of time intervals, in histogram 

analysis, 518-519 
Logical software: see APL computer language 
Loose patch recording, 8 
Low-noise recording, 129-145 

in em measurements, suggestions for, 190-191 
measured noise, 138f, 139-140 
noise reduction strategy, 132-137, 139 
noise types, 129-132, 130t 
and pipette fabrication, 144-145 
perspectives, 140-141 
resolution limits of channel-open time 

dependent on, 141-144 
screening of interfering signals, 145 

Low-pass filtering, 58f, 58-60, 59/ 
Lysosomal-vacuolar compartment, central, in 

plants, 292, 293f, 294 

Macroscopic currents 
agonist mechanism and, 423-424 
analysis of, 7Hl 

leak correction, 76f, 76-77 
in relaxation experiments, 74-75 

filter delays and rise times, 75 
voltage-clamp performance, 74-75 

signal averaging, 75-76 
and single-channel currents relationship, 

448-453 
Macroscopic rate constant, 590 
Macrosurgery, isolating plant protoplasts and 

vacuoles, 288-289, 289/ 
MAPLE program, matrix exponentials, 615-

616 
Markov assumptions 

eigenvalues and, 627 
ion-channel mechanisms, 440 

correlations as test of, 442, 443/ 
Markov model, 457-460, 459f, 460/ 
Markov process, 403 
Mass action, law of, 398 
Matched filter, characteristics of, 492-493 
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MATHEMATICA program, 625 
calculation of spectral matrices and matrix 

exponentials, 619-621 
Matrix algebra, 587-589 

notation, 589 
tools, 622-623 

Matrix inversion, 590, 627 
Matrix/matrices 

addition and subtraction of, 622-623 
detenninants, 626-627 
differentiation, 628 
division of, 627-628 
eigenvalues and eigenvectors of, 628-631 
eigenvalues of -Q, 601-602 
elements of, 623-624 
equality of, 623-624 
exponentials, 613, 615, 621 

calculation methods, 620-621 
using MAPLE, 618-619 
using MATHEMATICA, 619-620 

functions of, 613-615 
identity matrix, 626 
multiplication of, 624-626 
Q,591-592 
spectral: see Spectral matrices 
spectral expansion of, 598-599 
transpose of, 628 
vectors, 623 

Matrix method, for obtaining steady-state 
distributions, 595-597 

Maximum-likelihood method, 552-553 
estimates, 558-563 
likelihood intervals, 557-558 
in single-channel event detection, 67 
single exponential distribution, 553-555 
time interval omission, 461, 463, 463t, 476-478 

Mean-variance methods 
amplitude histograms, 531 
open-channel analysis, 73 

Measured noise, 138f, 139-140 
Mechanogated (MG) channels, 329, 330 

dynamic and kinetic characteristics, 329--330 
perturbation study requirements, 330 
pressure-clamp technique for studying, 330 

basic strategy, 331 
electronic control, 333, 335, 336/ 
mechanical arrangement, 331-333, 332f, 

334/ 
perfonnance, 335, 337f, 338/ 
sealing protocols, 338 
theoretical constraints, 337 

single channel activation methods, 330 
Mechanosensitive (MS) membrane ion channels, 

329 
direct versus indirect channel coupling, 329; see 

also Mechanogated (MG) channels 

Index 

Membrane blebbing, in giant-patch methods, 311 
Membrane capacitance (Cm) 

sample recordings, 156 
voltage-clamp stimuli used tomeasure, 159--160 

Membrane capacitance (Cm) measurements 
advantages and disadvantages, 155-156 
amperometric techniques, 156 
and equation 38 derivation, 196-197 
equivalent circuit accuracy, 156-158, 158/ 
in giant-patch methods, 318-319 
multispectral signal stimulation (frequency 

domain technique), 176-177 
parameter estimation, 158-159, 159/ 
patch area geometry, 645-646, 646f, 647f, 

648 
value range, 648-649, 648/ 

and phase-sensitive detection, 194-196 
practical applications and caveats 

error and artifact sources, 191-194 
low-noise recording, 190-191 
recording configuration, 189--190 
technique selection, 187-188 

resolution limits of, 177-186 
sample recordings, 156, 157/ 
sinusoidal excitation techniques, 162-176; see 

also individual techniques 
square-wave stimulation (time domain 

technique), 160-162 
Membrane depolarization, exocytosis during, 

193-194 
Membrane patch(es) 

area geometry. 643-649 
capacitance measurements, 645-646, 646f, 

647f, 648f, 648-649 
light microscopy observations, 643-645, 

644f, 645t 
and solution exchange relationship, 240 

breaking, 24 
methods, 31 

force microscopy on 
experimental procedures, 385, 388f, 

388-389, 389/-391f, 391-392 
outlook, 392 
setup construction, 383-385, 384f, 386/-

387/ 
giant: see Giant membrane patch 
isolated, fast application of agonists to: see Fast 

agonist application system 
manipulating composition in giant-patch 

recording. 322-324, 323/ 
size and geometry of, and solution exchange 

relationship, 240 
Membrane voltage changes, during whole-cell 

recording, 47-50, 5Q(." see also 
Junction potentials 

Memory-resident development systems, 88 
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MG: see Mechanogated (MG) channels 
Microforges, pipette, 17-18 
Micromanipulators, in patch-clamp setup, 1Of, 

13-14 
Micropipettes: see Pipette entries 
Microscopes 

in patch-clamp setup, 1Of, 13 
scanning probe techniques, 375-377, 376t; see 

also Force microscopy 
Microscopic rate constant, 592 
Microscopic reversibility 

in ion channel with three conformational 
states, 659 

principle, 653 
Microscopy 

force: see Force microscopy 
IR-DIC: see Infrared differential interference 

contrast (lR-DIe) video microscopy 
Microsurgery, laser, isolating plant protoplasts and 

vacuoles, 289-291, 290f 
Minimum-xl method, fitting of distributions, 

551-552 
Missed event( s) 

correction in histogram analysis, 70-71 
effects of, 522-523 
time resolution consistency and, 522-525; see 

also Time resolution 
Model circuits, noise results with, 186 
MS: see Mechanosensitive (MS) membrane ion 

channels 
Multichannel chart recorders, 15 
Multicompartment cells, two-compartment model 

and, 44-45 
Multiexponential distributions, of channel-open 

time, 142f, 144 
Multiple openings, in open lifetime distribution, 

533-534 
Multiplication, of matrices, 624-625 
Multipurpose programs, for data analysis, 81-82 
Multispectral components, in signals, 176 

Na: see Sodium (Na+) channel 
NAG library subroutines, spectral matrices 

calculation, 616-617 
NDF9406 transistor, noise-related parameters, 

113,113t 
Neher, Erwin, Nobel citation, 3 
Neher-Marty technique, 172 
Neurons 

from brain slices 
t1uorometric Ca2+ measurements in: see 

Calcium (CaH ) imaging 
IR-DIC video microscopy of, 202-204, 203f 
patch-pipette recordings from 

examples, 208-210, 209f, 210f 
techniques, 204-208, 205f, 2061, 207f 
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Neurons (cant.) 
from brain slices (cant.) 

PCR analysis of ion channel expression in: 
see Polymerase chain reaction (PCR) 
analysis 

calcium current in giant patches, 324-325, 325f 
whole-cell recording in, 51 

Neutralization circuitry 
capacity transient: see Capacity transient 

neutralization circuitry 
electronic transient, 161-162 

Nobel Prize (1991), 3 
Noise 

baseline, in channel-open time resolution, 
141-144, 143f 

in em measurements 
excess sources, 181-185, 184f 
results, 1851: 185-186 
thermal, 178-181, 180f 

current, in open channels, 660-661 
effects of filter cutoff frequency on, 492, 493f 
11f, 132 
flickery, 528 
in half-amplitude threshold analysis, 501-502, 

502f, 503f 
histogram display, 68 
ion channel-block mechanism and, 409-410, 

4lOf-4llf 
in I-V converter, 106-117 

effects model, 11lf 
feedback resistor, 107-109, 108t 
and low-noise amplifier design, 113-116, 

114f 
operational amplifier, 109-113, I 1Of, 1111, 

112f 
parameters, 113t 
sources summarized, 116f, 116-117 

macroscopic current analysis, 79-81 
measured, 138f, 139-140 
open-channel, 74 
of pressure clamp, 337 
reduction strategy, 132-139, 140, 140f 

in em estimation, 181-185, 184f 
resolution limits dependent on 

channel-open time, 141-144 
em measurements, 177-186 

"shot," 110-111, 132 
signal-to-noise ratio, 491-492, 493f 
thermal: see Thermal voltage noise 
types, 129-132, 130t 
white, 177 
in whole-cell recording, 38f, 38-39, 40f 

Noise analysis, 79-81 
nonstationary signals, 81, 82f 
stationary signals, 80-81 

Noise bandwidth, em estimation and, 181 
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Noise level, pipette holder, 20 
Noncontinuous data acquisition, resolution 

degradation from, 184-185 
Nonstationary noise analysis, 81, 82f 
Norepinephrine 

fast cyclic voltammograms of, 251-253, 252f 
oxidation of, 245-246, 246f 

Notation 
executable, 632 
matrix,591,623-631 

Null traces, 65 
Nystatin, in perforated patch recording, 45-47, 

46f 

Off-diagonal elements, 621 
Offsets: see On-line offset correction; Voltage 

offsets 
Ohmic conductance, ion channel conformational 

transitions and, 654 
case examples, 655f. 655-656 

Ohm's law, in complex impedance analysis, 
162-163 

IIfnoise, 132 
On-line analysis, 61 
On-line offset correction, 150 

examples, 150 
using computer-controlled patch-clamp 

amplifier, 150-151 
cell-attached recording. 152 
whole-cell recording, 152 

Oocytes: see Xenopus oocytes 
op amp: see Operational amplifier (op-amp) 
Open-channel analysis, 71-74 

conditional averaging, 71. 72f 
histograms, 71-73. 73f 
mean-variance methods, 73 
noise, 74 

Open channels, current noise in, 660-661 
Openings: see Channel openings 
Open-point amplitude histogram, 528, 529f 
Open times: see Channel-open time(s) 
Open-tip response, solution exchange reliability, 

237-239, 238f 
Operating systems 

hardware issues, 86 
software issues, 87 

Operational amplifier (op-amp), 96-97 
noise sources in, 109-113, ltOf. Illf. 1I2f 

Optical WORM disks/cartridges, data storage and 
retrieval. 62, 62f. 86 

Optics, in patch-clamp setup, 12-13 
Optimal distance mapping, between pipette and 

interface, 239 
Optimizing methods, fitting of distributions, 547, 

548f. 549-551 

Oscilloscope( s) 
for data acquisition and display, 15 
graphics displays versus. 60-61 

Index 

Osmotic swelling, in photosynthetic membrane 
systems, 294 

Outside-out recording, 7 
dendritic, in rat neocortical brain slices, 

208-209, 209f 
Overload effects, in patch clamp, 117, 118f 
Overpotential, 249 
Oxidation, of secreted products, 245-246, 246f 

p (t). evaluation of, 596-597 
Paradoxes 

total time open per burst, 426 
waiting time, 424-425, 425f 

Parallel ports, 85 
Parameter estimation, fitting of distributions, 545 
Patch(es): see Membrane patch(es). 
Patchclamp 

current measurement circuitry: see Current-
voltage (/-V) converter 

noise variance in, 133, 135f 
overload effects in, 117, 118f 
speed in giant-patch recording, 319-320, 320f 

Patch clamping 
amplifiers available, 14 
data acquisition and analysis, equipment for. 

15-16 
equivalent circuitry measuring, voltage offset 

and, 147-148, 148f 
experimental procedures, 21-25 

patch recording, 22-24 
preparation, 21 
seal formation, 21-22 
whole-cell recording: see Whole-cell 

recording 
pitfalls and artifacts, avoiding, 25-28 
recording techniques 

applications, advantages, and problems, 6-7 
configurations, 5-6 
defined,4-5 
modifications, 7-9 
see also Patch-clamp techniques 

setups, 9-11; see also Patch-clamp setups 
stimulus protocol options, 14-15 

Patch-clamp recordings 
fluorometric Ca2+ measurements simultaneous 

with, 213-216, 214f, 215f; see also 
CalCium (Ca2+) imaging 

setups for: see Patch-clamp setups 
techniques: see Patch-clamp techniques 
voltage offsets in, 147-152 
in Xenopus oocytes, 350-351 

Patch-clamp setups, 9, IOf-llf. II 
amplifiers. 14 
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Patch-clamp setups (cont.) 
data acquisition and analysis, 15-16 
grounding, 16-17 
mechanical stabilization, 11-12 
micromanipulation, 13-14 
optics, 12.:...13 
stimulators, 14-15 

Patch-clamp techniques, 4-5 
cell-attached recording: see Cell-attached 

recording 
configurations, 5-6 
detector-patch recording, 8 
double patch recording, 8 
electrical parameter estimation using, 

158-159, 159/ 
electrochemical detection combined with, 248 
giant patch recording, 8 
inside-out recording: see Inside-out recording 
loose patch recording, 8 
outside-out recording: see Outside-out 

recording 
patch-pipette recording and: see Patch-pipette 

recording 
perforated patch recording: see Perforated 

patch recording 
pipette perfusion, 8-9 
in plant membranes, 295-296 

giant liposome specific, 297 
plasma membrane studies, 291 
protoplast specific, 296 
vacuolar membrane studies, 292, 294 
vacuole specific, 296-297 

in plants, 285-300; see also Solute transport, 
in plants 

with pressure-clamp technique, 330; see also 
Mechanogated (MG) channels, pressure
clamp technique for studying 

tip-dip bilayer recording, 9 
whole-cell recording: see Whole-cell recording 

'Patch membrane: see Membrane patch(es) 
Patch-pipette recordings 

dendritic examples, 208-210, 209f, 210/ 
methods, 199; see also Blow and seal technique 

Pattemseach method, 550 
PCM: see Pulse code modulation (PCM) 
PCR analysis: see Polymerase chain reaction 

(peR) analysis 
pdf: see Probability density function (pdt) 
PDP-II computer series, 85 
Perforated patch recording, 7 

in whole cell recording, 45-47, 46/ 
Perfusion, of application pipettes, 235-236 
Phase delays, compensating for, Lindau-Neher 

technique and, 168 
Phase estimates, variance in, 174-175 
Phase jitter, 174-175 

Phase-sensitive detection 
principles of, 194-196 
stimulation with two sinusoids and, 166 

Phase-sensitive detector (PSD), 160 
hardware versus software implementation, 

188 
and phase shift compensation, 168 
piecewise-linear techniques and, 171-172 
quantization noise in, 183 
sine-wave stimulation used with, 189-190 

Phase-tracing technique, 172-175, 173/ 
Phototoxic damage, in Ca2+ imaging of brain 

slices, 222-223 
Piecewise-linear techniques 

admittance phase and, 175 
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capacitance traces, discontinuitieS in, 175-176 
G", signal changes in, 191-192 
Lindau-Neher algorithm versus, 188 
Neher-Marty technique and, 172 
phase-sensitive detector and, 171-172 
series resistance dithering and, 172-175, 173/ 
sine-wave stimulation and, 190 

Piero translator(s), in fast agonist application, 
236-237 

application pipette mounted to, 234-235 ' 
mounting of, 235 

Pipette(s) 
and cell compartments, modeling diffusion 

between, 42, 42/ 
dielectric loss by, 135-137, 137/ 
fabrication of: see Pipette fabrication 
filling solutions for whole-cell recording, 45 
geometry of, 637-643; see also Pipette tip 
noise reduction strategy involving, 1.32-137, 

139 
use time-frame, 19 

Pipette capacitance (CP), 132-133 
immersed tip, 133 
minimizing, 192 
phase errors related to, 173-174 

Pipette fabrication 
equipment for. 17 
for giant patches, 307-309, 308f, 310/ 
holders, 20 
instruments for 

glass capillaries, 18 
microforges, 17-18 
pullers, 17 

procedures 
coating, 18-19 
heat polishing, 19 
pulling, 18 

reference electrodes and, 20 
small-pore type, 144-145 
theta glass tube, 233-234 
use following, 19 
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Pipette holder(s), 20 
dielectric loss by, 135-137, 137/ 

Pipette microforges, 17-18 
Pipette perfusion, 8-9 

in giant-patch methods, 315-316,317/ 
Pipette potential, 49 
Pipette pullers, 17 

and pulling stages, 18 
theta glass tube fabrication, 234 

Pipette resistance, 43, 44 
noise reduction and, 133-135, 135f, 136/ 

Pipette tip 
diffusion process in, 43 
geometry of 

hard glass, 639-640 
soft glass, 637-639, 638f, 639/ 
thick-walled versus thin-walled pipettes, 

640t, 640-643, 641f, 642/ 
for giant patches, 309, 310/ 
immersed, capacitance of, 133 
tip-dip bilayer recording, 9 

Plaque quantification, PCR amplification and, 
368-369 

Plasma membrane, experimental procedures in 
plants 

protoplast isolation, 286-288 
enzyme-free, 288-291 

vacuole isolation, enzyme free, 288-291 
Point-amplitude histograms, 527-530, 529f, see 

also Amplitude histograms 
Polyethylene microtubing, as pipette connector, 

234 
Polymerase chain reaction (PCR) amplification, 

366-367 
first, 366-367 
second,367 

Polymerase chain reaction (PCR) analysis, of ion 
channel expression 

AMP A-type glutamate receptor example, 
369-370, 370t, 371f, 372 

cDNA synthesis, 363-364 
cloning of PCR product, 367-368 
expelling of pipette contents, 361, 362f, 363 
harvesting of cell content, 359f, 360-361 
peR amplification, 364f, 364-366, 366/ 

first, 366-367 
second,367 

plaque quantification, 368-369 
steps in, 364f, 364-365 
whole-cell configuration, 358, 360 

Pool-depletion-activated current, of oocytes, 353 
Pooling states, ion-channel mechanisms, 408 
Pope .. measurement of, 521-522 
Pore diameter, noise reduction and, 137, 139 
Ports, computer communication, 85 
Postmultiplication, matrix, 622 

Potassium (K+) channels 
of oocytes, 354 
in plants 

and anion release, 282, 283/ 
and H+-ATPase activity, 282 
uptake channels, 279, 281-282 

voltage-dependent, inward-rectifying 
channels, 278/-281/ 

Potentials 
cell, 35, 37/ 
pipette, 37,49 

Index 

between solutions: see Junction potentials 
Potentiometry, voltammetry versus, 250 
Power supplies, in fast agonist application, 237 
p(oo)Q = 0, for obtaining steady-state 

distributions, 594 
PRBS: see Pseudorandom binary sequence (PRBS) 

of voltages 
Premultiplication, matrix, 622 
Pressure-clamp technique, for mechanogated 

channel studies: see Mechanogated 
(MG) channels, pressure-clamp technique 
for studying 

Probabilities 
and conditional probabilities, defined, . 

401-402, 402/ 
derivation in single-channel analysis, 465-466 
rate constants and, 399-400 

Probability density function (pdf), in histogram 
analysis, 68, 70 

Program: see Software; specific programs 
Programming, curve-fitting programs with, 83 
Proportionality constant: see Rate constants 
Proteins 

involvement in secretion, oocyte expression 
system and, 355 

structural fluctuations, 651 
Protoplasts, plant membrane, ion channel studies in 

isolation methods, 286-288 
enzyme-free, 288-291, 289f, 290/ 

patch-clamp configurations for, 296 
PSD: see Phase-sensitive detector (PSD) 
Pseudorandom binary sequence (PRBS) of 

voltages, 160 
spectrum of, 177 
square-wave stimulation and, 189 
stimulation with, 177 

Pullers and pulling: see Pipette pullers 
Pulse code modulation (PCM), data storage and 

retrieval, 61-62, 62/ 
Pulsed recordings, 484 
Pulse generator, electrochemical detection of 

secretion, 262 
Pulse pattern 

design of, 77-78, 78/ 
generator for, 60 
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Purkinje cells, capacitive currents in, 4lf 

Q matrix, 593-594 
obtaining steady-state distributions and, 596 

Quantal signals, 254, 254/ 
Quantitative electrochemistry, 250 
Quantization noise, in Cm estimation, 182-183 

Racks, in patch-clamp setup, 10[, 11-12 
RAM: see Random access memory (RAM) 
Random access memory (RAM), 85 
Random time intervals, distribution of, 402-408 

exponential distribution, 405 
generalizations, 405-406 
individual state time variable, 402-405 
pooling states, 408 
single-channel events and whole-cell currents 

relationship, 406-407, 407f 
sum of exponentially distributed intervals 

n openings, 438-439 
random number, 439 
two-state mechanism, 436-438 

R, signal, monitoring changes in, 191-192 
Rate constants, 398 

microscopic versus macroscopic, 590 
and probabilities, 399-400 

Ratiometric calcium measurements, in CaH 

imaging of brain slices, 221-222 
Reaction mechanisms 

fallacies and paradoxes, 424-427 
and rates, 397-399 
reversible and irreversible, 427-431 

in distinguishable open states, sequence 
probabilities, 430-431 

distribution of the duration of an opening, 
429-430, 430f 

simple example, 428-429 
simple agonist, 420-424 
simple open ion channel-block, 409-420 

Reagents and solutions, in polymerase chain 
reaction experiments 

cDNA synthesis, 363 
for ligation, 368 

Recording techniques: see Patch-clamp 
techniques; specific techniques 

Rectifying behavior 
K+ channels in plants, 278f-28lf 
single-channel currents with, 657-658 

Redox potential( s) 
definition, 249 
for different compounds, 253 

Reduced Q matrix method, for obtaining steady
state distributions, 596 

Reference electrodes 
electrochemical detection of secretion, 262 
problems associated with, 27 

Reference electrodes (cant.) 
requirements for, 20 

Relaxation 
burst length comparison with, 611-612 
to equilibrium, 597-603 
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ion channel-block mechanism and, 409-410, 
4lOf-4llf 

Relaxation experiments, 77-79, 78[, 79f 
filter delays and rise times in, 75 
kinetic parameters, 78-79, 79f 
pulse protocols, 77-78, 78f 
voltage-clamp performance in, 74--75 

Reliability function, ion-channel mechanisms 
~3 ' 

Reliability theory, 403 
Reproducibility, criterion of, fitting of 

distributions, 547 
Resistance: see Pipette resistance; Series resistance 

(R') compensation 
Resistive parameters, monitoring changes in, 

191-192 
Resistor, feedback: see Feedback resistor 
Resolution limits 

channel-open time, 141-144 
membrane capacitance measurements, 177-186 

excess noise sources, 181-185, 184f 
noise measurements and, 185-186 
thermal noise, 178-181 

Resolution time, and time interval omission, 
453-454 

Response-correction circuit, of /-V converter, 
101[, 101-102 

Retrieval, of data, 61-63, 62/ 
media for, 86 

Reversibility, consequences of, 428-429 
rms noise, 129 

in feedback resistor, 108 
mRNA expression 

limitations of, 357-358 
molecular analysis of, 363-369 

cDNA synthesis, 363-364 
PCR amplification, 364[, 364--369, 366/ 

RNA injection 
into Chara cultures, 299 
into Xenopus oocytes, 341 

incubation, 347-348 
source of RNA for, 346 
technique, 346-347 

Row vector, 623 
R': see Series resistance CR') compensation 
Runs test, display of distributions, 538-539 

Saccharomyces cerivisiae 
functional expression of plant ion transporters 

in, 298-299 
Sakmann, Bert, Nobel citation, 3 
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Salt uptake, long-tenn, in plants, 282, 284 
Sampling theorem, 57 
Scalar coefficients, 599--600 
Scanning force microscope (SFM), 375-377, 376t 
Scanning probe techniques (SPT), types and 

applications, 375-377, 376t; see also 
Force microscopy 

Scanning tunneling microscope (STM), 375, 376t 
SCAN program, time course fitting with, 508, 509/ 
SCSI interface, 85 
Seal; see also Gigaseal 

fonnation of, 21-22 
in giant-patch methods, 311-315, 312f, 

313f, 316/ 
resistance of, 5 

Sealing protocols, pressure-clamp use for, 338 
Secretion 

electrochemical measurements of 
conclusions and prospects, 268-269 
detection principles, 249-250 
diffusion-based signals, 253-257, 254f, 256/ 

mathematical expression explanations, 
269-272, 27lf 

electrodes, 257-261 
design criteria, 257-258 
fabrication, 258-260, 259f, 260/ 
preparing and mounting, 260 
properties, 261 

experimental considerations and analysis, 
264-268 

historical review, 245-249, 246f, 247/ 
instrumentation, 261-262 

amplifier, 261-262 
grounding and bath electrodes, 262 
pulse generator/data acquisition, 262 

qualitative, 250 
recording configuration, 262-263, 263/ 
voltammetric techniques, 250-253 

amperometry, 251, 264-267, 266f, 267/ 
fast cycle, 251-253, 252/ 
fast cyclic, 267-268 

proteins involved in, oocyte expression system 
and, 355 

Secretory products, oxidation of, 245-246 
Serial ports, 85 
Series resistance (R,) compensation, 24-25, 

120-126, 12lf 
dynamics, 122-123 
fast transient cancellation effects, 123-124 
slow transient cancellation combined with, 

124-125, 125f, 126/ 
theory, 121-123 
in whole-cell recording, 35-37, 36f, 37/ 

capacitance cancellation with, 37 
Series resistance (RJ di thering, in piecewise-linear 

techniques, 172-175, 173/ 

Series resistance (R,) errors, 34f. 34-35 
Serotonin, fast cyclic voltammograms of, 

251-252,252/ 

Index 

Setups, for patch-clamp techniques: see Patch
clamp setups 

SFM (scanning force microscope), 375-377, 376t 
Shizosaccharomyces pombe 

functional expression of plant ion transporters 
in, 297-299 

Short gaps, defined, 566 
Shot noise, 110-111, 132 
Shut-point amplitude histogram, 528, 529/ 
Shut times 

within bursts, single-channel recording accuracy 
and,436 

distribution of, 605--607 
following a jump, 540-541 
single-channel analysis, 466-468 

lifetime distributions of, 532-534 
ion channel-block mechanism and, 416-418 

simple agonist mechanism, 420-421 
of single channels, 412 

Signal, effects of filter cutoff frequency on, 492, 
493/ 

Signal averaging, 75-76 
Signaling 

Ca2+, oocyte expression system and, 355 
in plants, 277-279, 278/-281/ 

Signal theory, 55 
Signal-to-noise ratio, 491-492, 493/ 

optimum, filtering for, 494f. 494-495 
Simple agonist mechanism, 420-424 

bursts of openings, 421f, 421-422 
effective openings, 422f, 422-423 
macroscopic currents, 423-424 
shut times, 420-421 

Simple cell, equivalent circuit for, 33, 33/ 
Simple open ion channel-block mechanism, 409 

bursts of openings, 411-413, 414/ 
open lifetimes of single channels, 411 
relaxation and noise, 409-410, 410/-411/ 
shut lifetimes of single channels, 411 

Simple search method, fitting of distributions, 
549-550 

Simplex method, 550 
Sine-wave stimulation, 189-190 
Single-channel analysis, 63-74 

aims of, 483 
commercially available packages, 64 
data preparation, 64f, 64-65 
event detection, 65--67 
filtering for, 65 
histograms, 67-71 
ion-channel mechanisms, a general approach, 

464-478 
levels, 63--64 
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Single-channel analysis (cont.) 
numerical techniques, 576-584 

AMOEBA calling routine, 583/-584f. 585 
cubic spline interpolation, 580, 583, 584, 

581/-582/ 
digital Gaussian filter, 576-577, 578/-580/ 
error function evaluation, 585 

open-channel currents and noise, 71-74; see 
also Open-channel analysis 

open-time and shut-time distributions, 466-468 
probabilities, derivation of, 465-466 
transition rate specification, 464-465 

Single-channel currents 
macroscopic, after a jump, 445-453; see also 

Jump, single channels after 
and macroscopic currents relationship, 448-453 
with rectifying behavior, 657-658 

Single-channel events, 63 
characterization/detection methods, 65-67, 

498-499 
alternative approaches, 498 
automatic data idealization, 66-67 
computer analysis, 510-513 
drifting baseline problems, 67 
half-amplitude threshold analysis, 499-503 
maximum-liklihood, 67 
model,490/ 
optimal threshold detection, 497-498 
threshold-crossing, 66 
time-course fitting, 66, 503-510 

distributions 
display of, 514-542; see also Distribution 

display 
fitting of, 543-570; see also Fitting of 

distributions 
. finding, 489-490 

false-event rate, 496, 496/ 
filters: see Filtering operation 
strategies, 490f, 490-491 
threshold settings, 495-497, 496/ 

and histogram analysis, 67-71; see also 
Histogram analysis 

selection criteria 
for amplitude histograms, 69 
for dwell-time histograms, 70 

sublevel, identification methods, 73 
Single-channel recording 

analysis aims, 483 
disadvantages, 483-484 
in giant membrane patches, 321, 322/ 
history, 3-4 
issues relating to number of channels in patch, 

431-436 
Sinusoidal excitation, for measuring membrane 

capacitance, 162-176 
complex impedance analysis, 162-166, 165/ 
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Sinusoidal excitation, for measuring membrane 
capacitance (cont.) 

Lindau-Neher technique, 166-169 
piecewise-linear techniques, 169-176 

Neher-Marty technique, 172 
phase of admittance, 175 
phase-sensitive detector settings, 171-172 
phase-tracing technique, 172-175, 173/ 
trace discontinuities, 175-176 

square-wave versus, 187 
Sinusoids, stimulation with, 176-177 

one versus two, 187-188 
square-wave versus, 187 

Sleepy channels, 435-436 
Slicing, brain tissue, 200 
Slow capacitance cancellation, 119-120, 120/ . 

combined with R. compensation, 124-125, 
125f, 126/ 

Slow channel blockers, 412-413, 4141 
Small cells, forming giant patches from, 

311-313,312/ 
Small-pore patch pipettes 

fabrication of, 144-145 
geometry of, 133, 1341 

Sodium (Na+) channel 
mechanism, 398 
of oocytes, 354 
in outside-out and inside-out giant patches, 

315,316/ 
Soft glass pipettes, tip shape, 637-639, 638f, 639/ 
Software 

in computer configuration, 83-84, 841 
for data acquisition, 63 
for data analysis, 55, 63; see also Single

channel analysis 
availability,512-513 
subroutines, 578-584 

for data display, 510-512, 51lf 
developmental types, 87-88 
essential features checklist, 89/ 
for matrix manipulation, 588 
multipurpose, 81-83 
selection criteria, 87-89, 89/ 
testing of, 88 

Solute transport, in plants 
experimental patch-clamp procedures, 285-300 

configurations in different plant 
membranes, 295-297 

endomembranes, 291-295 
heterologous expression, 297-300 
plasma membrane, 286-291 

nonchannel transporters, 284-285 
salt uptake, 282, 284 
signaling, 277-279, 278/-281/ 
vacuolar ion transport, 284 
volume and turgor regulation, 279, 281-282 
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Solute transport, in plants (cant.) 
volume and turgor regulation (cant.) 

W-ATPase, 282 
K+ and anion release, 282, 283f 
K+ uptake channels, 279, 281-282 

water channels for, 285 
Solution(s) 

extracellular and intracellular problems 
associated with, 26--27 

for fluorometric Ca2+ measurements, 217-219, 
219f 

potential differences between: see Junction 
potentials 

switching speed in giant-patch recording, 
320--321,32lf 

for whole-cell recording, 45 
K-glutamate-based, 150 
two-compartment model, 42--44 

Soma 
hippocampal, intracellular Ca2+ changes in, 

223,2241 
of rat neocortical brain slice, two-pipette 

recordings, 209-210, 210f 
Spectral density 

comparisons, 116f, 116--1I7 
FET current noise, 1l1-1I2, 1I2f, 113t 
input noise voltage, 110--112 
"shot" noise, 110 

Spectral expansion, of matrix, 598-599 
Spectral matrices, 631 

calculation of, 615--616 
using MATHEMATICA program, 619--621 
using NAG library, 616--617 

numerical results, 601--602 
Spike: see Current spikes 
SPLINE subroutine, single-channel analysis, 580, 

583,584,58lf-582f 
SPT: see Scanning probe techniques (SPT) 
Spurious correlations, ion-channel mechanisms, 

445 
Square-wave stimulation: see Time-domain 

analysis 
Squaring method, matrix exponential calculation, 

621 
Stability, of patch-clamp setups, 11-12 
Stability plots, 514--515, 515f 
Stand-alone programs, compiled, 87 
Standard deviations, approximate, estimation 

errors, 555-557, 565-566 
Stationary noise analysis, 80--81 
Statistical approach, best fit criteria, 546--547 
Stimulation 

signals containing multispectral components: 
see Frequency-domain analysis 

sine-wave, 189-190 
square-wave: see Time-domain analysis 

Index 

Stimulators, in patch-clamp setup, 14--15 
Stimulus, frequency range of, in Cm estimation, 

179-180, 180f 
STM (scanning tunneling microscope), 375, 376t 
Stochastic interpretation, principles: see lon

channel mechanisms, stochastic 
interpretation of 

Storage, of data, 61-63, 62f 
media for, 86 

Stray feedback capacitance, of I-V converter, 97, 
98f 

Stretch-activated channels, of oocytes, 353 
Subconductance transition frequencies, 531-532 
Suberyldicholine-activated endplate channels, 

block of, 416, 416f 
Subroutines 

for matrix manipulation, 588 
NAG library, spectral matrices calculation, 

616--617 
Subtraction, of matrices, 621 
Sylgard, 18-19 
Synaptic transmission, excitatory: see Fast agonist 

application system 

Table calculations, software for, 83 
Tape recorders, for data acquisition, 15 
Test electrodes, problems associated with, 27 
Test signal, integrator circuit for, 102-103, l04f 
Theoretical functions, fitting to histograms, 68 
Thermal voltage noise 

generating current noise, 130--131 
in conducting FET channel, III 
in feedback resistor, 107-109, 108f 

limiting resolution of Cm measurements, 
178-181 

Theta glass tubing, in fast agonist application 
system, 233-234 

cleaning of, 236 
connectors, 234 
interface sharpness and, 236 
mounting to piezo translator, 234-235 
perfusion of, 235-235 
pulling and breaking, 234 

Thick-walled pipettes, tip shape, 640t, 640--643, 
641f, 642f 

Threshold( s) 
detection of, half-amplitude threshold analysis, 

499-503, 5ODf, 502f, 503f 
for event detection 

and alternative approaches, 498 
choice of, 570--572, 57 If 
optimal, 497-498 
setting, 495--497, 496f 

half-amplitude: see Half-amplitude threshold 
analysis 
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Threshold-crossing methods, in single-channel 
event detection, 66 

Tight cell whole-cell recording: see Whole-cell 
recording 

Time-course fitting, in single-channel event 
detection, 66 

advantages and disadvantages, 510 
amplitude and duration, simultaneous 

determination of, 505-506, 507f, 508 
practical considerations, 508-510, 509/ 
technique, 503-504, 504/ 
theory, 505, 506/ 

Time-domain analysis 
filter for, 59, 59/ 
membrane capacitance measurements, 160-162 

electronic transient neutralization, 161-162 
versus sinusoidal stimulation, 187 
stimulation, 160-161 

and pseudorandom binary sequence, 189 
Time interval omission, 453-463, 620 

adjacent intervals, joint distribution of, 
460-461, 462/ 

dependence issues, 453-455 
analytic methods, 454 
channel mechanism, 455 

Markov model, 457-460, 459f, 460/ 
maximum-likelihood fitting, 461, 463, 463t, 

476-478 
two-state case, 455-457 

Time intervals 
logarithmic display of, 518-519 
random: see Random time intervals 

Time resolution 
imposing consistency, 523-524 
limited, effects of, 568 
sublevels and fit range, 524-525 

Tip-dip bilayer recording, 9 
Toolbox programs, 88 
Total time open per burst paradox, 426-427 
Traces 

capacitance, discontinuities in, 175-176 
current, display of, 60-61 
null,65 

Transfer function, in series resistance 
compensation, 121-123 

Transition frequencies, subconductance, 531-532 
Transition rate, specification single-channel 

analysis, 464-465 
Transport noise: see Current noise 
Transpose, matrix, 625--626 
Tschebycheff filter, 59, 59/ 
Turgor, in plants 

formation of, salt uptake and, 282, 284 
regulation, 279, 281-282 

Two-compartment model 
and multicompartment cells, 44-45 

Two-compartment model (cont.) 
solution for, 42-44 
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Two-pipette recordings, from soma and dendrites 
ofrat neocortical brain slice, 209-210, 
210 

Unblocked channel fallacy, 425-426 
Unity-gain bandwidth, 96 
U401 transistor, noise-related parameters, 113, 

1131 
U421 transistor, noise-related parameters, 113, 

113t 
U430 transistor, noise-related parameters, 113, 

113t 

Vacuolar ion transport, in plants, 284 
Vacuoles, plant membrane, ion channel studies in, 

patch-clamp configurations for, 
296-297 

Variable bin width, in histogram analysis, 521 
VCR: see Video cassette recorder (VCR) 
Vectors, 62 I 
Velocity 

patch-clamp, in giant-patch recording, 
319-320,320/ 

of pressure clamp, 335, 337/ 
theoretical constraints, 337 

solution switching in giant-patch recording, 
320,321/ 

Vibrating tissue slicer, 200 
Vibration isolation table, 1Of, 11-12 
Vibrations, and solution exchange reliability, 

240-241 
Video cameras, in patch-clamp setup, 1Of, 13 
Video cassette recorder (VCR), for data storage 

and retrieval, 61--62, 62/ 
Voltage-clamp performance, in relaxation 

experiments, 74-75 
Voltage-clamp recordings, in Xenopus oocytes, 

348-350 
Voltage-clamp stimuli, for measuring membrane 

capacitance, 159-160 
Voltage-dependent CaH channel, of oocytes, 353 
Voltage jumps, 445, 541 
Voltage offsets, 147-152 

analysis, 147-149, 148/ 
correction strategies, 149-152 

a posteriori, 149-150 " 
on-line, 150-152; see also On-line offset 

correction 
Voltage shifts, during whole-cell recording, 47-50, 

50}; see also Junction potentials 
Voltammetric techniques, in electrochemical 

detection 
amperometry, 251 
definitions, 250 
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Voltammetric techniques, in electrochemical 
detection (cont.) 

fast cycle voltammetry, 251-253, 25'2/ 
Voltammetry/voltammograms 

cyclic, 152f, 251-253 
definition, 251 

Volume regulation, in plants, 279, 281-282 

Waiting time paradox, 424-425, 425/ 
Water channels, in plants, 285 
WCR: see Whole-cell recording 
White noise, 171 
Who1e-cell recording, 7 

with amperometry, 262-263, 263} 
breaking patch membrane, 24 
capacitance transient cancellation, 24 
configuration for PCR analysis, 358, 360 
configurations 

chemical pathway, 42-50 
electrical pathway, 33-42 

dendritic, in rat neocortical brain slices, 208, 
209/ 

electrophysiologicaI recording methods 
compared,50-51 

on-line voltage offset correction during 
a posteriori, 149 
K-glutamate-based pipette filling solution 

and,150 
using computer-controlled amplifier, 152 

procedures, 31-32, 32/ 
series resistance compensation, 24--25 

Whole cells, force microscopy on, 380f, 
380-383, 382/ 

WORM disks/cartridges, data storage and 
retrieval, 62, 62f, 86 

Xenopus laevis, maintenance of, 344 
Xenopus oocyte expression system, 341 

applications, 354--355 
electrophysiological recording from 

advantages of, 341-342 
disadvantages, 342 
endogenous currents to, 352-354 
procedures and techniques, 343-352 

Xenopus oocytes 
classification, 343 

Index 

electrophysiologicaI recording from, 348-352 
cut-open oocyte, 352 
patch clamp, 350-351 
voltage clamp, 348--350 

expression system: see Xenopus oocyte 
expression system 

forming giant patches from, 301 
inside-out,313f, 313-315,316/ 
outside-out, 313f, 315f, 316/ 

functional expression of plant ion transporters 
in, 298 

giant-patch techniques using: see Giant-patch 
methods; Giant-patch recording 

isolation of, 345-346 
RNA injection into, 346-347 

incubation following, 347-348 
stages of, 343-344 
surgical removal, 344--345 

Yeast, functional expression of plant ion 
transporters in, 297-298 

Zapping, in whole-cell recording, 31 
ZERO procedure, on-line offset correction and, 

151 
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